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Abstract

We propose a cloud based framewdnkt effectively managethe health related Bidata and

benefits from thaubiquity of the Internet and social media. The framework facilitdtesobile

and desktopusersby offering (a) disease risk assessment senaocel (b) consulation service

with the health experts on Twitter. The disease risk assessment is perfirroagdh a
collaborative filtering based approach wherettee hubs and authoritieased approach is
employedto identify the health experts from TwittelThe framework is implemented as
Software as a Service (SaaS) to provide the disease risk assessment and expert user interaction
services. Experimental results exhibit that the proppdeamework achieves high accuracy as
compared to thetateof-the-art approaches in terms of disease risk assessment and expert user
recommendation.

Keywords: Cloud computingexpert users, health bitata, risk assessment

1. Introduction

The recentgrowth in the number of computing and mobile devices has resulted in
exponential increase in data volumes over the Internet. Apart from the gigantic data volumes, the
complex task of managing the concurrently originating data from multiple sources régjghes
data enabled tools and techniques [BuC10]-dgita refers to the data with high volumes, high
dimensionality and veracity, and greater velocity [BaH13]. The trends in rapid growth of data
have also been witnessed in healthcare domain besides tt®reecommerce andavious
scientific domains [AbB1p Traditionally, Bigdata related to healthcare originates from the
sources, such as the paygovider data repositories and the genodriwen Bigdata sources.

The payetprovider data comprises of ghElectronic Health Records (EHRS), pharmacy
prescriptions, i nsurance dat a, -cvendatpeonsissnt s 6
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of genotyping data, gene extraction data, and sequencing data [MiL12]. The need to exchange
and integrate the eleonhic medical information dispersed across various paifitare,
laboratories, health insurance providers, and medical research centers obligates the efficient,
robust, and cost effective storage and communication infrastructure. In this regard, cloud
computing paradigm has exhibited tremendous potential and has also drawn the attention of both
the academic institutions and research organizations [Khal4]. Above and beyond the
performance benefits of cloud computing and-B&da analytics in the healthcatemain, fiscal
concern is also among the factors of paramount importance that harnesses the needdiar Big
analytics. According to a 2013 survey by McKinsey, the healthcare expenditure of the United
States has increased approximately $600 billion rtiae the expected benchmark [KaK13]. By
embracing the cloud computing services in the healthcare domain, the expenditures for
infrastructure development and subsequent management can be reduced that can further help in
cuttingdown the healthcare costs. Mover, there is also a need to formulate patientered
methodologies that involve patients themseltesmanagetheir health affairs and devise
wellness plans.

To this end, we propose a framework that facilitates the users or patients in offering
personalized healthcare services at no cost using the Internet and social media. The framework
primarily offers two services namelya) disease risk assessment afij health experts
recommendatiofrom Twitter. To accomplish the task of disease risk sss®nt, we propose an
approach calledhe Collaborative Filteringpased Disease Risk Assessment (CFDRA). The
CFDRA approachworks by comparing the profgeof enquiring uses with the profiles of
existing patients. The typicgirofile attributesthat are povided as inputo the framework
include age, gender, ethnicity, weight, height, family disease history, and other commonly
observed symptoms for a disease. Based on the attributes specified in thejuesr, the
enquiring user s 0 wihithe éxistinguserseandehe asermarareterreed a risk
assessment score for that disease. Contrary towaheus existing approachessedto make
diseaseassessmenfor only a single disease, our framework is capable of performing
simultaneous risk asssments about multiple diseasesskweralusers

The second module of the proposed framework recommends the health expertsgerend
To identify the health experts for the enquiring users to seek advice at no cost, we utilized the
tweets of the userwho regularly use Twitter [Twil4The users specify the name of the disease
in their query and in turn are offered a ranked list of the experts for that difbadgveets from
health professionals are either related to health issues where the expem®stly speaking
about their experiences with patients or the tweets may be to promote health awareness in the
public besides other social tweets. Likewise, large numbers of tweets containing health related
terms are by another category of users thaihat health professionals. Instead the users may be
(a) current or past patients of a disease whom they talk about more frequehttgmily
members of the individuals suffering from a particular disease,(@ntealth activistsand
journalistswho ae not doctors. Such users are usually knowledgeable enough to guide the other
users or patients having mr little exposure about that diseas®d thereforewe considersuch
types of users as the expert users in our framework. However, they are nd¢deggtne doctor
experts. Hereafter, the doctors and physicians are termtu alctor experts, whereas those
mentioned above are characterizsithe nordoctor experts. However, it is important for the
framework to separate doctors from rawctor exerts. The tasks of user segregation and the
subsequent ranking are performed by employing the hubs and authority [EaK10] based approach.



To perform the tasks of disease risk assessment about several diseases for multiple users
simultaneously and to proceshe large tweets repositories to identify and rank the experts,
parallel task execution mechanisms and enormous amount of storage are required. Therefore,
cloud computing based scalable solutions seem apt not only to support the task of parallelization
but also tomeet enormoudata storage and processing requirements for the proposed framework.
The tweet repositories are updated and maintained by executing periodic jobs in offline mode to
collect and preprocess the tweets to identify disease specifctexp an efficient manner.

1.1 Research Contributions
The main contributions of the paper are as follows:

1 We present &loud based framework that integrates the Collaborative Filtering (CF), social
media platform, and social network analysis techniques to manage large volumes of health
Big-data.

1 We propose an approach for disease risk assessment using the CF. Thehapprapable
of simultaneously entertaining multiple user
types of diseases.

1 An expert recommendation module is proposed to help users seek advice from the health
experts available on Twitter. The hub andherity based approach is employed to ensure
that the users are recommended the most relevant and popular €dpettss or non
doctors)as specified in the userqueies.

1 The experiments fothe disease riskassessmerdre conducted on thidational Health and
Nutrition Examination SurveyNHANES 2009 2010) datasetvhereas the validity of expert
user recommendation module is performed on a huge collection of health related tweets.
Experimental results testify the effectiveness of the approach in guthé Twitter into a
Web based collaborative health community.

1 The framework is implemented as a Software as Service (SaaS) to offer scalable processing,
storage, and task parallelization.

1 The scalability analysis is conducted by increasing the worldoddhe number of resources
for both of the modules.

Theremainder of thgpaper is organed as followsThe motivation for the proposed work is
discussed in Section 3ecton 3 discusses the architectunéthe propoed cloud based system
in detail. Sectiord presentghe results and discussion on the performance of the framework in
comparison to the statd-the-art approaches. The related work is presented in SeStamd
Section6 concludes the paper.

2. Motivation

Since last few years, the use of portable computing devices and smart phones has excessively
increased to perform informational searches about health over the Internet. Pew Internet Project
survey of year 2013 reported that around 72% of the Internet emesalted the Internet to find
health information during the year 2012 [FoD13]. A total of 16% of the online information
seekers in the said survey were interested in finding the people having similar concerns, 30% of
the users referred to online reviearsd treatment services, while 26% of the users looked for the
experiences of others on certain health related issues [FoD13]. Moreover, due to the rising
healthcare costs, individuals hae¢so started taking initiatives to keep themselves healthy.
Consideing the importance of patiewentric healthcare services, several online tools for health



risk assessments have been developed. Data mining and machine learning approaches have
widely been used for disease risk prediction, prevention, classificatiorisease surveillance.
Despite the capabilities of the aforementioned models in developing better understanding about
the causes of diseases and to learn the appropriate counter measures, they pose realistic
challenges concerning the data size, compleaity data biases. Consequently, the development
of more scalable and efficient approaches to discover the meaningful patterns from health data is
needed more than ever [ChD18].this regard, we propose approach that uses collaborative
filtering to make risk assessment about diseaSestrary tothe several existing methodologies
that permit disease risk assessment for only one disease, the proposed CFDRA approach is
capable of making risk assessment for several diseas# several patients simaiteously.
Moreover, the CFDRA has capability to manage large datasets by reducing their sizes. The
influential profile attribute thatcontributes more than the other attributes in the presence or
absence of a disease selected Based on thenfluential dtribute, the profiles of all of the
existing patients of that disease are retrieved for subsequent comparison with the profile of the
enquiring user.

Online health communities and social networking websites, such as Twitter and Facebook
have also emergeak the big sources of health related daftgers of the social media networks
share and exchange knowledge and experience about various deshbeslth related issues
The apparent purpose of expressing the feelings about health on public platf@risviliter
may be to seek out the advice or suggestions from the experts who also use social media to share
their experiences. The Pew Internet Project survey [FoD13] also reveals that searching online
health support by construing through the health miogdbland Web based health communities
proves an inexpensive or mostly free alternative, particularly for the uninsured individuals.
Besides convenient conversations with peers, psychological support is a major benefit of the
online health communities [ZhY14Considering the efficacy of online health communities, the
potential of these communities needs to be fully utilized to enhance awareness about health
related matters and to offer health consultations at low or no cost. Therefore, this is the
appropria¢ time to develop pervasive tools and methodologies having integrative support to help
users make assessments about the health and to seek expert advice from doctors and patients
participating in the social media communitieShis work also proposes an émaction
mechanism between the patient&l dealth experts from TwitteFwitter is currently a massive
data source containing discussions ranging from political affairs to the health related issues.
According to Symplur [HeS14], Twitter currently contains 558,624,884 healthcare tweets,
around 10,000 doctor profiles, and 5,08%lth communitiesBesides the names of the diseases
for which risk assessment is to be performed, the enquiring users also specify whether they are
interested in consulting the doctor experts or-doator experts. An important task during expert
user ecommendation process is to identify the doctors anedootors based on tweets instead
of the Twitter profiles because not afithe Twitter users mention their profession in the profile.
Generally, it has been observed that the tweets by the doctdesrcanore specialized medical
terms related to the disease(s) besides the general disease names, whereasl theciom r s 6
tweets related to health usually contain names of the commonly known diseases. This
observation serves as the basis for the propespért user recommendation module to segregate
the doctors and nedoctor experts from the huge corpus of tweets.

We are optimistic that the framework would be useful for individuals that are interested in
making risk assessment for several diseasescaolotain the health advice at low or no cost. The
framework can be accessed from broad range of devices, such as desktop computers,
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smartphones, and tablet PCs to utilize the offered services. The framework ensures ubiquitous
delivery of health related infmation to patients and can prove a great tool to make users or
patients aware about health affairs so that they could devise their wellnessig@tandingly
Moreover, the framework can be useful to avoid doctor visits for consultagoause the
information about health issues caasily be obtained using the presented Web based services.
Furthermore, the users are recommended disease specific experthay subsequently be
contacedvia Twitter, email, or through any other communication medibat s agreed upon by

both the patients and the experts.

3. Proposed System Architecture

The architecturef the proposedloud basedrameworkfor personalized healthcarewices
for disease riskssessment andlellnessmanagementompises of the following major modules:
(a) disease risk assessment module &byl expert user recommendation modul€he
architecture of the proposed frameworkdepided in Fig. 1.The framework is capable of
managing disease risk assessment qusimesltaneously for several querying users. Moreover,
the expert user recommendation module utilizes the huge corpus of health related tweets to
identify the health experts that are most relevant to the user query. It requires large amount of
storage and pallel processing to periodically update the tweet repositories to efficiently answer
Therefore,
environment because of the key characteristics of the cloud computing, such aaah#itgc

usersbo
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t he
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pervasiveness, and cost effectiveness [KhO14]. The details about the architecture of the proposed
framework are presented in Section 3.1, Section 3.2, and Section 3.3.
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Fig. 1: Architecture of the proposed cloud basedramework

3.1 Disease Risk Assessment Module

To make assessment about the occurrence of diseases that a person may have in future, we
employed an approactalled Collaborative Filteringpased Disease Risk Assessin@CFDRA)
approach. The CFDRA approadeterming the similarities between therofiles of enquiring
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users and the existing patients or users who have been diagnosed the same diseass.thibe CF

most popular technique employed in recommender systemedict the information regarding
the tastes and preferences of a certain user from large datasets by computing the similarities with
the other usersibZ15]. In recommender systems, the preferences or tastiferentusers are

considered to be similaf their assigned ratings/values about different items resemble. However,
thereare no items and ratings the case of disease risk prediction. Instead there are different

types of attributes, such as the continuous, categorical, and binary attribeesfore, the
proposed framework uses the normalized weights for each of the profile attriWoteslizing

the attribute values is important because some of the attributes may have significantly high

values than the other attributes that eventuallyctfthe overallassessment scoréor example,

the value of age will always be significantly higher than the attributes having binary values.

Therefore, normalizing helps in confining the values between 0 arklgl.2 presents the

working of disease risessessment modul&he symbols used throughout the paper are defined

in Table 1.
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Fig. 2: Disease risk assessment module

Contrary to various existing approachesuch as [YuL10] and [HeEO8] that focus on
developing prediction models about any specific disease only, our approach is capable of making
predictions for multiple individuals with different disease risk assessment qudiies.
framework stores the prodis of existing usensavingsimilar diseasetogether. The rationale
to avoid the excessive computations that may have to be performed wileasa single query
is matched with the entire database of diseases with millions of dissimilar dgeéikss. In
other words, to perform the risk assessment abaliseasex, only the profiles of patients or

users having diseageshould be matched, not the entire database of dis@ases.

usersbo

consist of several attributes, such as the ggrder, ethnicity, height, weight, asdveral other
attributes that are amply specific to a disease. These attributes may have significant impacts on
the presence or absence of a disease in an individual. A disease risk assessment system that
utilizes mutiple attributes for numerous diseases, gives rise to high data volumes that eventually
results in the demands for compinéensive infrastructure. Therefore, to magecessing
efficient, the CFDRA minimizes the dataset search space by apply@uyetion approach based
on the importance or influence of the attributes. However, it is also ensure@dhaing the
dataset size does not affect the prediction accuracy. The profile attributes of a diabetic patient
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may include thehhagedby/ mnageeder dheiight o0, Awei

sugarorprali abet eso, fAdiabetes family historyo, fip

Table 1: Symbols anddefinitions

Symbol Definition Symbol Definition
0 Setof querying users 0 set of importance scores of all attribute
Q Existing user O importance score of attribuge
Q Diseasdor which risk assessmentisto be n Important attribute in user query
done
Enquiring user C Risk assessment score
M Profiles of existing users % Set of users
r Shortlisted profiles of existing users 0 Set of keywords
1 profiles of users having a particular attribuf & Authority score for a diseask
o} profiles of users without influential attribute Q Hub score for a diseask
0 set of all attribu 0 Matrix
O List of expert users 0 set of Keywords against diseate
Y collection of tweets against diseate Y collection of tweets against keywokd
Y set of users collected who had tweeted ab¢ 6 number of times userhave used keywor(
diseasel k of diseasd in his/her tweets
user to keyword popularity matrix for disea 0 number of required expert users
d
pressuré , Aibl ood cholesterol o, and fAsmokingo. Th

basis of the attribute that highly affects the presence of that disesssxamplefamily diabetes

history is an important marker for the presence or absence of diabateindividualbecause of

the genetic disposition [LITO3]. Therefore, the profiles of users that have a diabetic family
history are retrieved for subsequent profile matching. The approach can be generalized to all
the diseases becaufse every disasesuch influential attributegxist Moreover, he CFDRA
approach observes thalue ofthe influentialattribute in the profile of enquiring uséased on

the observed valuepnly the profiles of the existing users are retrieved compute the
similarities There area number of similarity metrics proposed in the literafisech as Pearson
Correlation, Cosine Similarity, and Jaccard index. The Pearson Correlation is similar to the
CosineSimilarity matrix except that it subtracts the averagengs of all the items given by the

users from the value of item rated by that u$é&e Pearson correlation results perform better if

all the ratings are given against similar itenfiar example themovies. However, in case of
medical recordsthe valuesof users for the attributesuch asthééage o and dAfamily
hi storyo cannot be correlated to each other &
Similarly, the Jaccard Index is used if all the attributes are binary in nafimerefore, Cosine
Similarity measure is appropriate for medical data where attributes are of differenstygess
continuous, discrete, and binary. The proposed CFDRA approach also uses the Cosine Similarity
for similarity computation between the piefiof the enquiring user and the existing users or
patients. To compute theo€ineSimilarity between the profiles of the enquiring usgand each

of t he e xQothh and) Qaregepresenied as the vectors andbsine of the angle
between these two vectors is compuf8dK01] The following equation is used compute the

CosineSimilarity i "QdYRY d,
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After the similarities are computed the following equation is used to compute thsk

predicton0 RQ for diseasd) for a given user:
o hfie T 2t A C
wherei is the mean of each of the attribut#g), U ; represents the predicted valokedisease

Qfor the existing useiQ andU™ represents the mean for particular attribut¢hef existing user
The algorithm for disease risk predictiorpiesenteds Algorithm 1

Algorithm 1: Disease Risk Assessment

Input: Set of querying userd for diseasd

Output: Disease risk assessment soBffer all querying users

Definitions: i A E O /00 AEE R R N O EDADEATERrofiles of existing users,=shortlisted profiles
of existing user$, =profiles of users having a particular attribute,

A= profiles of users that do not have a particular attriiute, set of al | attriGu
set of importance scores of all attribut€s; importance score of attribute a.

D EM ¢ EROOO®B R @A
"ON "QQO 04Nl 0ME OQ
end PARFOR
N "QQo"0an0i ¢ Qa6 0061 Qo o Qi
NrQoi QQU Q01 € "QQa Qi
"EAR € D Qi &% @ O HI
if (1 o1 otlien
r N N S e‘]
else
10: [ N Noog e A
11: endif
12: PARFOR 6 i ‘@iN 1 "Hi
13: Y N i QgrQ
14: end PARFOR
15:Y N "QQo 6i | Qi a Off 0 YO Q
16:end PARFOR
17:Return R

©CeNoaRONR

In Line 10 Line 4,for each attribute in the set of existing profile attributlgorithm 1
identifies the important or influential attribute with the high count for a particular vaflue

attributesthat may play significant role in the presence or absence of a disease. This is the

attribute that is present in most of the profiles having the enquired disHasé2ARFOR
statementsn the algorithmshow that the tasks are being performed in pardile profiles of
all of the existing users aretrieved in Line 5Line 63 line 16 compare the profiles of each of

the enquiring users with the existing users and the task is executed in parallel for multiple users
and multiple diseaseb Line 70 Linell, itis determined whether the attribute identified in Line
4 is present in the query of the enquiring user. In case the attribute is found in the profile of the
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enquiring user wi t h t he filesaof exmstingeugeusahaving the i YE S
corresponding value of that attribute are retrieved in Lin@tBerwise the profiles of the users
having value ANOO for that atdtlné bludomputathee r et |
similarities between the profile of the enquiring user and iwtieg users as presented in Eq.1.

The disease risk assessment score is computed in Line 15 using Eqg. 2 and the calculated score is
returned in Line 17.

3.2 Expert User Recommendation Mbdule

The expert user recommendation module finds the expert userdredquently tweet on
Twitter particular tothe healthactivities The proposedrameworkconsiders two typs of users
as the expert users namglg) the doctors an¢b) nondoctor expertskig. 3 depictsthe working
of expert user recommendation module.

Assorted
@ repository of > D D D s D
generic health Twitter users’ profile search
_—— —— — K1 k2 l Kn
® ‘ ®
u2
Disease specific tweets : User-keyword
distillation using the on popularity matrix
WordNet semantics @ l

based on keyword popularity

®

re— — ca— Identification and ranking of

repository) | repository | | repository experts using hubs and
—_—— = = = 4 authaorities

Topic
specific

Topic
specific

Topic
specific

I
I
I
@ / 1 \ | Candidate experts identification
I
I
I

Fig. 3: Expert user recommendation module

The expert user recommendation module worksewgluating the tweets tsegregat the
doctor and nooctor expertdased on the health related keywords used eetsvSeparating
doctors from nordoctors on the basis of tweets is important because not all the Twitter users
mention their professions in the Twitter profiteat makes it difficult taleterminethat whether a
user is a doctor or a natoctor To separate the doctors from rdoctors, we made an
observation thathe doctors tweet differently from the ndoctors or patientsT he doct or s
tweets contain not only the genehiealthterms but also thepecialized medal terminologies
pertaining toa diseaseFor example, for diabetes, the relevant terms, sudiinaslino, fiblood
sugap, fimetformirp, fipre-diabetes, Aimellitusd, AType 10, fiType D, figlucos®, fimetaboli®,
fipolygeni®, fiketogeni® etc. are commonlyfoundi n d o c t o Orstlhe othew bamd, the
tweets by nordoctors usuallycontain gereric keywords including the disease namesd
sympt oms, such as nfeeling sicko, dchif h@d,i n
Amuscl es o, i p ai n odoaotsenay alddsdsyeoializgdmetidaldernts i their
tweets but it rarely happensherefore, tadentify thehealthexpertsbased on the use bkalth
related terms ankeywordsin tweets the hubs and authoritiesalsed approacis employedWe
used WordNet to retrieve domaspecific health and medical terminologies. WordNet is a
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lexical database for English language comprising of Sets of Synonyms (Synsets), nouns, and
verbs [Mil95]. The benefit of using the Synsets is that they contaisythenymous words and

can represent the correlation among the words such that the semantic relationship based on the
hypernym, hyponym, meronym, and holonym, and derivationally related t&4i#®5] become

more obvious. Consegutly, the WordNet serves astologyto derive the semantic associations

from the health related terms. An example of the WordNet semantic representation of diabetes

disease is presentedHiy. 4.

Sister terms
Inherited

Hypernym Hyponym

(Pulvgenic disorder, (High blood glucose,

(Type 1 diabetes, insulin
polygenic disease} dependent diabetes, Type 2 (Polvdipsia, polyuria) (Diabetic) metabolic disnrder)
diabetes, non-insulin dependent

diabetes)

(Genetic disease, Genetic disorder) (Thi“t) (Thirstiness)

Fig. 4: Example of related terminologies for the term Diabetes iWordNet

The framework maintains the tweet repositories comprising of the general health related
terms by executing the periodic jobs offline to extract tweets from Twitter. The advantage of the
offline processing is that it avoids the limitations of onlmecessing in terms of time efficiency.

Based on the user query requesting the services of the health experts of a particula®disease
disease specific terms, such as the hypernym, hyponym, meronym, holonym, sister terms, and
derivationally relatederms are used to create disease specific tweet repositories. The profiles of
all of the users of the disease specific repository are searched to determine the occurrences of the
health related keywords. On the basis of the keywords used by each usekkayword
popularity matrix is constructed. The uderyword popularity matrix identifies the candidate
experts with high number of keywords and is constructed on the basis of following equation.

~ ~

Y B, 0 h o

where"Y is set of users andl represents the kaord Qused by a uséfspecific to any disease

‘Q The experts identified using the keyword popularity may or may not be the actual health
experts as desired by the user because it is quite probable that despite of the high keyword count
and frequent use of archetypal health terms, the identified caedidpert is a nodoctor (a

patient, family member of the patient, health activists, and health journalists). Therefore, for the
enquiring users interested in interaction with the-doator experts, the keyword popularity
based approach works reasonahblgll. However, when the interaction with the doctors is
requested, the approach based on keyword popularity does not seem effective because it
determines popularity on the basis of the total number of keywords by arbseteads to the
assumption thahte users repeating only a few archetypal keywords in their tweets may possibly
be nondoctor experts whereas the doctors use specialized medical terminologies that are less
known to the common people. Therefore, the keyword popularity is not a true ehzedicin of
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the capabilities of experts, particularly for the doctors. It is more important for the framework to
accurately identify the experts as the potential doctors andloctor experts for a disease by
providing a ranking score for each of them.

A more appropriate way to avoid the experts identification biased towards the keyword
frequency is to take into account multiple keywords that are related to a specific disease and then
generate the ranking scores. Therefore, we used the Hypbrtinked Topic Search (HITS)
[EaK10] algorithm to identify and rank the experts that are adequately knowledgeable about the
health matters. The HITS algorithm uses the concepts of hubs and authorities to accomplish the
ranking task by performing repeated improvetsemhe HITS was originally proposed as the
solution to the Web search problem where a page that points to many other pages is considered
as a hub whereas an authority is the page pointed by many other pages [EaK10]. In other words,
a page pointed by thether pages having high hub scores is assigned the higher authority
weights. Likewise, for the pages pointing to multiple high authority pages, a high hgiit vge
assigned

In the proposed framework, the purposeusihg hubs and authoritiésto identify the users
that use a set of keywordgth varying frequenciesSimilarly, a set of keywords that is being
used by the experienced users is also identified to make the ranking process more explicit. The
expert users are considered as the huitereas the keywords used by the expert users are
considered as the authorities. The hubs (users) that use good authorities (keywords) are assigned
higher weights. Similarly, the popular keywords used by the good hubs (expert users) are
assignedhigher weights that significantly affedhe ranking processn fact, the importance of
both the keywords and the users of keywadshelpgful in identifying the expertsTo produce
the ranking of the expert users based on the hubs and authority scores fautapdiseas®) a
matrix0 with "Yrows andw columns is created. Suppod@ and & be the matrices for hub
and authority scores. The authorigywd hubscores are calculated usirify. 4 and Eq. 5,
respectively.

® 0 K] T

O« ¢

Q 0 ® v
Similarly, the authority and hub scores at ary iteration are given by Eq. 6 ardq.7,
respectively.

W 0 0 W h [0)
Q 0 0 Q h X
The approachworks recursively by asgning all the hubs and authoritias the initial score
of 1 followed by the authority update rule to the current score. On the resulting scores, the hub

update rule is appliedAlgorithm 2 presents the steps for the expert user recouhatien
module.

In Line 2 of Algorithm 2, the keywords related to the dise@see obtained from the
WordNet. From Line BLine 6, the tweets repository is searched against each of the keywords to
identify the disease specific tweets. From Liii&ide 10, the users that frequently tweet for a
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Algorithm 2: Expert User Identification

Output: List of expert user®
Definitions: 'O = set of Diseases, = set of Keywords against diseak€Y  collection of
tweets against diseadg”yY  collection of tweets against keyword,  set of users
collected who had tweeted about disedsi number of times user u have used keywa
k of diseasal in his tweets, = user to keyword popularity matrix for diseak& = number
of required expert users
1: PARFOR diseaseéQ ¥ 'Odo
"Q N keyWordsSearck)
PARFOR keywordQ~ 0 do
YN QYD QQO YO &I Moéi w
Y ONOTY Y
end PARFOR
PARFOR twed¢ 0 N "Y do
0 N extractUser§
Y NTY 0
10: end PARFOR
11:  PARFOR user6o N Y do

©@oOoNoOR®ODN

12: O ® tokenized

13: PARFOR keyword QN Q do

14: 6 NMQQOLVLQWLET Q6£66DB0E D1 £ 'QQAQ
15: end PARFOR

16: end PARFOR

17: N "QQ¢ Qi Ho Qb dd Qb

18: N "QQO0 "YENOG WE QQQMO Q00N QI o

19: YN QQOY®HE QQQOMA QI o

200 O N "QQO YE N YOE QOXIDON Qi 0
21: end PARFOR
22: UpdateE

particular diseas® are identified. From Line Iline 16, the tweets are tokenized and it is
identified that how many times a user uses disease specific keywords in his/her tweetenBased
the results from Line Iline 16, the user keyword matrix is generated in line 17. Line 18
identifies the top candate experts and line 19 identifies the top experts using the hubs and
authorities method. Line 20 selects and returns the required number Nfexperts. Line 22
updates the experlist for each disease to respaiodthe future queries.

An Example of Expert User Identification using the Hubs and Authorities

The task of expert user identification and ranking using the hubs and authorities is explained
with the help of an example by capturing the tweets related to diabaippos® Y
YRAY RY and0 0 h) B h) be the sets of candidate expert users and the keywords,
respectively Table 2 presents the candidate expert users based on the frequency of diabetes
related keywords in the tweets. The experts were identified on the basis of followingset of
keywords {Ki;=Diabetes mellitus, K=Polyuria, Ks=Polygenic, K=Diabetes, k=Blood
glucose, K=Juvenilg. As can be observed from TabRthat the tweets by usef¥ and™Y
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contain only a few keywords and one keyword used by both of the users has high frequency.
Despite not using all of the keywords, the row sum values for the keywords uSédang™Y

are sufficiently largeTherefore, according to osuppositiorusers’Y and™Y can be considered

as the nondoctor experts who only repeat one or a few keywords in the tweets. However, the
users”Y and Y are using several keywords pertaining to one disease. To determine the
popularity of an expert, the hub and authority based approach instead of only considering the
total count of keywords used by an expert relies on both the popularity of the keyword and
popularity of the expert. pose the initial hubs and authority scores™®@e, pipipfp and

&) pioipipiplp |, respectively. By recursively applying the HITS algorithm, the hub and
authority scores are updated in each iteration. Takled Table4 present the hub and authority
score, respectively. The algorithm converges ath3®ration for the hub score and at thetB9
iteration for the authority score. The hub and authority scores for the first and last iteration are
shownin Table 3and Talte 4, respectively.

Table 2: User-keyword matrix

K1 K2 Ks K4 Ks Ks
Uy 6 1 2 2 6 1
U, 3 10 2 -
Us 3 1 2 4 7 -
Us 3 - - - - 12
Table 3: Hub score
Iteration No. U U, Us U,
1 0.281 0.218 0.265 0.234
38 0.275 0.249 0.278 0.196
Table 4: Authority Score
Iteration No. K1 Ks Ks Ka Ks Ke
1 0.197 0.060 | 0.067| 0.235 | 0.246 | 0.191
39 0.190 0.065 | 0.068| 0.258 | 0.254 | 0.163

It can be observed from Tak®ethat the hub score fO) in the kst iteration hashe highest
value whereas the usefw, Y, and™Y are at2-nd, 3-rd, and4-th positions, respectively.
However, as we iterate through the HITS algorithm and apply the hub update and authority
update rules, the hub scores change in each of the iterationsthnit8gation, the hub score of
Y turns out to be the lowest that actually wasd2lowest in the st iteration. The usetY
having the second highest hub score 4st lteration emerges as the user with the highest hub
score in 3&h iteration. Similarly, the hubs scores attB8teration for usersY and™Y are the
second and third highest, respectively. Tablpresents the authority score for each of the
keywords. It can be observed that and0 gain the position of two keywords having the
highest and second highest authostore. It means that both andv are the most important
keywords at the convergence iteration. The hub and authority scores presented i dradble
Table 4 sufficiently validate ouistatementhat for being the most popular and the most expert
user it is not necessary to use or repeat the popular words only. Instead, it depends on both the
importance of the keyword as well as the importance of the users of that keyword. It can be
noted from Tale 2 that the keywordsd and0 are among the most popular keywords because
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of their high frequencies. On the other hand, Table 3 shows the highest authority scores for
and0 ; whereas the authority score for is the third highest that hadWocount even than .

The keyword) besides having the higher frequency is also being uséd bypd"Y that results

in high authority score fob . Interestingly,0 that was used twelve times By has the lowest
authority score and the reasanthat it is being used by the user with the low hub score. As a
whole, the hubs that use good authorities (keywords) &meduse of good keywords by the
experienced hubs affects the overall ranking score. The expert users that gain high hub scores at
the convergence iteration are considered as the doctor experts while the others with low hub
scores are identified as the ndoctor experts. In the above examph,and™ are accurately
identified as the doctor experts wheré¥sand™Y are correctly igntified as the nodoctor

experts. Therefore, depending on whether the query of the enquiring user demands for
consultation with the doctor or naloctor expert, the list of users identified as the hubs can be
sorted accordingly to offer the recommendatién conclusion, the hubs and authority based
popularity rankingshowsthat to derive the importance of the users, merely the excessive use of
only one or a few keywords is not necessary. Instead the importance of the keywords and users
and the use of sevaldisease specifikeywords with reasonably large frequency also adftt

overall hub and authority scores.

Moreover, the framework uses caching mechanism to reduce the time consumption for
gueries requiring expert user identification foe teame diseases by multiple users. In other
words, the time required for duplicate searches to ideetifyerts is reduced by temporarily
storing the results of userso queries in cactl
small time and if within that time a user query is received requesting the experts for the same
disease, then that query is also responded by selectingkpleet érom the cached list. This
reduces the query response time and also can allow the system to scale better. However, it is also
important to mention that overly caching and storing the results for a quite longer period of time
may degrade the accuraagyd can result in increased demand of resources, such as memory.

3.3 Prototype Implementation

The prototype of the framework is implementedSadtware as a Service (Saa$he SaaS
modelof cloudpermitsto host thesoftware as theervice that is made available to the customers
via InternefAbB15]. A key benefit of the SaaS model is the significant redudtionformation
TechnologyT)co st s at t h e The users avemaieveddf the tasksnfastructure
developmehand maintenancpAbK14]. Instead the users are charged according to thapay
you-go model to access the services. Based on the user query for risk assessment of a particular
disease, the framework performs the profile matching of one user with mettigteng users or
patients having the similar diseaserough the collaborative filteringWe conducted the
experiments on Ubuntu cloud computing setup comprising of Supermicro SuperServer SYS
7047GRTRF systemsThe end users can access the framevorgpecify their queries using
computers, smartphone, and other handheld devitesmapping of the proposed framework to
the cloud environment is presented in Fig. 5.

It is important to mention that the patients having similar disease profiletonegltogether
in the framework. Consequently, a particular user query requesting assessment for any disease is
only mapped to the patients having profiles similar to that ofetigpuiringuser. For multiple
users, the process can be applied simultaneaastyuliple user profilesn a parallel manner.
The framework also offers a service to help users interidictthe diseasexperts orthe Twitter.
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To access the tweets from Twitter, we used the twitteR package of RLfffwFhe framework
contains a general tweets repository that is further subdividied disease specific tweet
repositories by matching with the disease specific keywords obtained from the WordNet
semantic ontology. The expert users as specified in they @ieanquiring user are segregated
from the tweet repositories based on the use of disease specific keywords and ranked using the
hubs and authorities based approagh of the above mentioned tasks related to expert user
recommendation are preprocessed are performed in offine mode by executing parallel jobs

to avoid theoverhead occurring due to reahe processing for time consuming tasksich as

the extraction of tweets from Twitter, processing the tweets to maintain disease specific tweet
reposiories, and segregation of the expert usBesed on a user query, the preprocessed list of
disease specific experts is retrieved and provided to theTdgsrhelps in efficiently responding

to the user queries in re@ne. Moreover, to ensure that tlusers are provided the updated

information, the task of offline preprocessing is performed perioditaliypdate both the tweet
repositories and the lists of experts

Software as a Service (SaaS)

@ @ Expert User

- . Recommendation Module
Real Time Di -

isk A l Tweets collection and
Risk 1t

tokenization

Recommendation

//

lo e @
- o Q-

Fig. 5: Cloud service mapping of theproposed framework

I ? IExpert Identification andl

4. Results and Discussion

To determine theefficacy of the framework presented in this paper, we conducted
experiments to evaluate the disease risk assessment module and the expert user recommendation

module. The evaluateresultsfor the two modules areliscussed in detail in the proceeding
subsections.

4.1 Evaluation of Disease Risk AssessmeModule

The performance of the propos€#FDRA module was evaluated through comparison with
various popular approaches and classifiers, such as the CART, logistic regression, Naive Bayes
classifier,BF decision tee, MLP, Bayesian Network, RRoF, and the approach presented in

[YuL10]. The brief description of each of the related techniques used for compasison
presented below.

Classification and Regression Tree (CARThe CART is a tree based model for
classification that uses the cressdidation for the selection of appropriated [HeEO8] The
method works by recursively partitioning the data space where each partition can be represented
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as a decision tree. The CARJasedapproaches have been applied on various clinical and
demographics variables for classification purposes.

Logistic RegressianLogistic regression is a standard classification methiokly used for
disease risk predictiom he outcomes logistic regressioare the class labels based on multiple
features or predictors [LICO7].

Naive BayesNaive Bayes usdbe strong attribute independence assumption and is used to
develop models with high predictive capabilities [PaA08]. The conditional independence of
attributes greatly minimizes the computatiocost. The posterior probability of occurring ob
given eacl® is calculated as in Eq. 8.

bomy —2%0 W

Best First (BF) tree The BF tree expands the nodes in #igst order. The node that
maximally minimizes the impurity is considered as the best node and is included in the decision
tree [Shil4]. An attribute from all the context attributes is selected and the branchesdare m
based on some predefined criteria. The training object pairs extending from the root node are
split into subsets. The aforementioned process is repeated for a chosen branch of tree till a
specific number of expansions of the tree.

Bayes NetThe Baysian Network classifier is a probabilistic model that characterizes a set
of random variables and their conditional dependence upon each other through a Directed
Acyclic Graph (DAG) [Bou08]. The Bayesian Networks are used to represent the relationship
between the symptoms and diseases #ratsubsequently used to compute the probability of
occurrence of a disease.

Multilayer Perceptron MLP): The MLP is class of supervised neural networks that is
frequently used in medical decision support systems fagndses. The multilayer perceptron
comprises of at least three or more layers of nodes, namely the input layer, hidden layer, and the
output layer [YaJ06]. For the input received at the input layer, processing is performed at the
successive layers till theutput is received at the output layers.

Random ForestRF): The RF is an ensemble learner capable of generating several classifiers
and then integrating their results. The RF creates multiple CART trees and each of them is
trained on a bootstrap sample of the original training dataset [KhC11]. Each of thentRies i
casts the vote for certain input and the classifier output is subsequently computed by majority
voting.

Rotation ForestRoF): The RoFRs a relatively new ensemble classifier for feature extraction
and is capable of transforming the dataset whilesgmmeng all of the information using the
Principle Component Analysis (PCA) [RoKO06]. By rotating the subspaces of the original dataset,
the classifiers with features are constructiedaddition we, also compared the result of the
proposed CFDRA approachitiv the approachSupport Vecotr Machine (SVM)ased approach
presented in [YuL10].

The NHANES (20092010 [NaH14] survey data was used foomparison of the CFDRA
with the above mentionedpproachesThe NHANES is a program of study for health and
nutrition status assessment of children and adults in the United Stdkesteason to use
NHANES 20092010datasets that it encompasses the life styles of the population of the U.S
with sufficiently lage amounts of datan demographics, diet, examination, and laboratory
reports We conducted experiments to make risk assessment for diabeéesariables that we
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used to perform the risk assessment for diabetesc | ude fageo, Afgender o
Ahei ght ofiefiewei dhagnosed Hkdiigahb ebtleosodd, shiudg aarb eare sp
Aphysi calevea abservedi higty ood pfessyre fi bchabestetad fis mo k j amdy 0
Aever di agtneossoe.d di ab

The data obver 5,000 userswith the age rangingfrom 18years to 86yearswas collected
The dataset was evaluatading thek-fold cross validatiorwith k=10. The cross validation is
typically a method used to estimate the predictive capabilisy modé [PoL12]. The dataset is
divided intok-folds where one fold is used as the testing fold while the remalaintplds are
used as the training folds. Repeating the pro&easses ensures that alif the examples both
from the training and téisg data are used for analysis. To evaluate pbdormance of the
CFDRA approach with the other approaches,abmmonmodelevaluation metrigssuchasthe
precision, recall, and-Feasure [BeS13}ere used

Precision is the ratio of correct (True Ro&s) disease predictions regarding the presence or
absence of a disease to the total number of occurrences of disease (True HéYitivé€alse
Positive(FP)), given as:

0 OAAES&++ h )

Recall is defined as the ratio of correctly identified patients to the total size of testing set. In
other words, recall is the probability of identification of a randomly selected user profile in the
set and igjiven as:

Y'Q 00— h p T
where FN stands for False Negative.

F-measure uses both the precision and recallisthe harmonic rean of precision and recall
values and is given as:

O aQ®i 6i—9—— h pp

The approach was evaluated by testing the accuracy against theovdluet he attri but
di agnosed diabeteso .(YEIBe oi YERN®) amd timOM arnt s
that the person is either a diabetic patient or not a pakant6 preserns the comparison results
for thecasefi Y E @/lten the test patientrad diabetes, whereake comparison results for the

casefi N Qabe presented im Fig.7. The SVM based approach presented in [YuL10] is depicted
as A SnFM.6 and Fig. 7.

The reason to evaluate the algorithms for both types of aforementioned thatbestimating
the algorithm on only one type of examples (YES or NO) does not accurately predict the
presence or absence of a disease. A good prediction technique should identify both the patients
and healthy individuals with higher accuracy. As carobserved from Fig. 6 and Fig. 7 that the
CFDRA approach achieved high precision, recall, anthelasure as compared to other
approaches. The other approaches, such as the BF tleeSRM, Naive Bayes, and MLP also
exhibited reasonably good results. Heee logistic regression and the RF turned low in terms
of accuracy. The results by the logistic regression, Naive Bayes, RF, and RoF were more
dependent on the attribute fAdisease family hi
not have anysignificant effect on the prediction. On the other hand, in CFDRA, the attribute
Aever diagnosed hdigahb ebtleosodd wsausg aab soerr vperde as t h
due to the high count of negative (No) responses by the users. In conclusiappoaach of
identifying one important attribute first and then retrieving the profiles on the bagtabf
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attribute not only achievelsigh accuracy but also is computationally efficient because of the
smaller datasets.

T T
Precision E5EH

Recall EE3
1 F-measure

0.5

Fig. 6: Comparison of the proposed CFDRA approach with the related approaches for case (YES)
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Figure 7: Comparison of the proposed CFDRA approach with the related approaches for case (NO)

4.2 Evaluation of Expert User Recommendation Mdule

To evaluate theperformanceof the expertuser recommendatiomodule we collected
around 3363 profiles (doctors and noxoctors)of Twitter userscontaining a total of 396,655
tweetsby using the keyworslrelated tothe diseasé d i ad Bowmamdingthe tweets using
Twitter API is restricted by the rate limits that eventually requires large amount of time to collect
the tweets. Therefore, the task was performed offline by executing periodic jobs. The keywords
presented in Table 5 were used by using the WordNet dictionary to retrieve the tweets.
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Table 5: WordNet keywords used to retrieve tweets

Diabetes Specific Terms Used
Diabetes Prediabetes Insulin Blood sugar Blood glucose
Metformin Diabetes mellitus Type 1 diabetes Type 2 diabetes Metabolic
disorder
Polygenic Ketogenic Insulin dependent| Insulin independent Polydipsia
disorder diabetes diabetes
Polyuria Adult onset diabeteg Diabetes insipidus Ketosis resistant Hypoglycemic
diabetes agents
Nephrogenic Juvenile diabetes Ketoacidosis Episodic ketoacidosis ~ Autoimmune
diabetes insipidus prone diabetes diabetes

Around3% of theuser profiles were manually identified and flagged as medical doctors due
to their selfclaim as doctor on their Twitter profile. The recommended lists of doet®ra
results of applying the hubs and authority based approach were compidrele profiles that
were manually collected’ he total number of TP, TN, FP, and FN were daieed and on the
basis of thoséhe precision, recall, andfeasure scores wecalculatedMoreover, he hub and
authority based approach to identify and rank theedgpvas compared with the popularity
based approach using the row sum method and the approaches presented in [PaC11l] and
[ChC14]. The approach presented in [PaC11] identifies the topical authorities in microblogs by
using the featuresush as the topicaignals andnention impacts of the users for calculating the
ranked lists. The approach presented in [ChC14] identifies the expert users by calculating their
topical expertise. Each technique is executed 20 times and their average results about precision,
recall and Fmeasure are shown in Fig. 8, Fig.9, and Fig. 10. It can be observed that the values
for precision, recall, and -feasure for the proposed approach termed as Expert User
Recommendation Module (EUR) in Fig. 8, Fig. 9, and Fig. 10 are hidjaer the compared
approaches fofop-k experts, wher& = (5, 1015, 20.

Moreover, the resultfor precision, recall, and-fmeasure for the proposed approach are
significantly higher than the compared approaches even for large valké®oexample k=15
andk=20). Among the three compared approaches, the approach proposed in [ChC14] performed
substantially better than the other two approaches. However, the accuracy of the popularity based
approach using the row sum method was significantly low. Téstfies the efficacy of the
proposed hubs and authorities based approach that segregates the expert users based on the use
of several important keywords by the popular experts.

4.3 Complexity Analysis

The complexity analysis of the algorithms for the diseask assessment and expert user
recommendation are presented in this sectidgorithm 1 presents the steps used for disease
risk assessment. Lind lline 4 of algorithm 1 take§ ¢ &, wheret represents the number of
profiles andis the number of profile attributes. The operation at Line 5 takes to execute.
Execution of either of Line 8 and Line 10 takés ¢ . Each of the Line Iidine 14 executes in
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0 € . Line 15 calculates the risk assessment score and also hpexiyrd ¢ . The overall
complexity from Line 6Line 16 willbel 0 € , whereu is the set of enquiring users.
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Fig. 8: Comparison of the Precision of theproposed EURapproach with related approaches

Fig. 9: Comparison of the Recallof the proposed EUR approach with related approaches

The total complexity becomeés ¢ @ U ¢ . Becausevis very small as compared to
¢, therefore, the complexity in worst case is considered a8 ¢ . Moreover, the parallel
execution of algorithm further results in the decrease in complexity, which is givén @as

€ J N , wheren represents the number of processors used for computations.

Algorithm 2 presents the steps to identify and rank theexsers from the Twitter using
the hubs and authorities based method. Line 2 of Algorithm 2 execules where'Qis the
number of keywords. Lineiline 6 search the repositories and have complexityY "Q,
where”Yrepresents the tweets. §loperations in Line-Line 10 extract the users based on the
use of keywords and have combined complexitybjof “Y "Q 0 ° . In other words, it is
the worst case complexity for extracting all the possible users from the database.illime 11
16 exeate in0 © @ Q, wherewbe the number of tokens. Line 17 and Line 18 execute in
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