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Abstract—Network virtualization provides a promising means of hosting multiple client infrastructures over a physical substrate. Now one of the key concerns here is how to map virtual network requests onto physical nodes and links, and a wide range of algorithms have been developed. As applications expand, however, there is a growing need to support future scheduling of virtual network demands. Nevertheless, most advance reservation studies have only looked at point-to-point connections. Indeed, scheduling VN requests is a much more complex problem given the higher dimensionalities involved. Along these lines, this paper takes a first look at this area by presenting some tractable heuristic solutions. The findings herein provide a baseline for developing more advanced algorithms in the future.
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I. INTRODUCTION

Network virtualization is used to host multiple virtual networks (VN) over a shared substrate infrastructure. Namely, a VN is defined as a collection of VN nodes and VN links, where VN nodes typically provide storage/computing resources and VN links provide interconnection between VN nodes [1]. Overall, VN services are widely used to support cloud and storage extension applications, i.e., most notably infrastructure as a service (IaaS) offerings.

Now a key technical concern is how to map/embed VN requests onto the substrate networks, and various solutions have been proposed. However, as cloud-based services continue to evolve, there is a need to expand VN service flexibility. For example, advance reservation of VN demands can provide much better support for “one-time” events requiring high levels of cloud/datacenter support, e.g., sporting venues, conventions, webcasts, etc. Still, most network scheduling studies have only looked at point-to-point connections [2] and only take into account link bandwidth levels. Indeed, few studies (if any) have looked at scheduling larger virtual infrastructures with joint node/link resource requirements. Now [3] does introduce the related virtual overlay network scheduling (VONS) problem. However, demand end-points here are assumed to be fixed (pre-specified), and the VN node mapping/scheduling dimension is not addressed.

In the light of the above, this paper presents one of the first studies on virtual infrastructure (VN) scheduling. In particular, several VN node embedding/scheduling heuristics are developed, providing a good baseline from which to develop more advanced algorithms in the future. This paper is organized as follows. First, Section II presents a brief overview of the existing work on network virtualization and scheduling. Section III then presents a detailed problem formulation followed by some heuristic solutions. Finally, Section IV details some performance evaluation results followed by conclusions and future work directions in Section V.

II. BACKGROUND

VN scheduling entails both virtual network embedding (VNE) and AR scheduling support. Hence this section presents some background on both areas. The overall goal of VNE is to map VN nodes and VN links over physical topologies [4]. Here each VN node requires a certain amount of computing capacity/storage resources, and similarly each VN link requires a certain amount of bandwidth to interconnect the VN nodes. Now various studies have looked at VNE design, which is an NP-hard problem [5]. Although some optimization-based schemes have been proposed here [6],[7], in general, solving such large combinatorial problems is quite difficult. Hence many graph-based heuristic schemes have been developed for scalable VNE. By and large, these heuristics can be classified into two key categories: separate node/link mapping (two-stage) [8] and joint node/link mapping (single-stage) [9].

On the other hand, AR scheduling reserves network resources at future intervals in time. Overall many different AR service models have been developed using static/dynamic start-times and/or durations [10]. Related scheduling algorithms have also been proposed to provision these services, using both optimization [11] and heuristic methodologies [12]. Other studies have also looked at broader AR request types. For example, [13] develops algorithms for reserving multicast connections and this work has strong applicability in on-line broadcasting. Similarly, [3] considers advance reservation of more generalized multi-point (overlay) requests with fixed node end-points, termed as the VONS problem. Moreover, [14] extends the work in [3] and solves the VONS optimization problem for a single incoming request. Results show lower blocking ratios and significantly better resource utilization versus some heuristic algorithms.

Clearly, [3] and [14] present some new directions in network services scheduling. Extending upon this, the effort herein presents a first look at the more general case of VN scheduling. Namely, virtual node mappings are no longer pre-determined and instead node placement is now part of the problem. Overall this added dimension poses further complexity, and some related solutions are now discussed.

III. HEURISTIC SOLUTION

A heuristic VN scheduling algorithm is now presented. Consider the requisite notation first. The physical substrate network is modeled as an undirected graph $G_s = (V_s, E_s)$, where $V_s = \{v_s^1, v_s^2, ..., v_s^{V_s}\}$ is the set of substrate nodes and $E_s = \{e_s|e_s = (v_s^i, v_s^j) : v_s^i, v_s^j \in V_s\}$ is the set of substrate links. Here each substrate node $v_s \in V_s$ has a fixed amount of computing and storage resources, $C$, and...
This scheme randomly picks a sub-
strate link $e_s \in E_s$ has a fixed amount of band-
width capacity, $B$. Furthermore in order to provision VN 
ode requests, time-varying capacity/resource levels are also defined for nodes and links, i.e., $\text{rem}_v(t)$ and $\text{rem}_e(t)$, respectively. Meanwhile a VN request is given by the 5-
tuple, i.e., $r^n = (G^n_v, e^n, b^n, t^n_s, t^n_e)$, where $n$ is the request 
index, $G^n_v = (V^n_v, E^n_v)$ is an undirected virtual network 
containing the set of VN nodes $v^n_v \in V^n_v$ and virtual links 
$e^n_v \in E^n_v$, $c^n_v$ is the requested node resource level at each VN 
ode ($c^n_v < C$), $b^n_v$ is the requested bandwidth for each VN 
link ($b^n_v < B$), $t^n_s$ is the start time, and $t^n_e$ is the end time. 
Furthermore, a VN node-to-substrate mapping is denoted by 
$v^n_v < v^n_s$, i.e., VN node $v^n_v$ embedded onto substrate node 
v^n_s. Note that assigning equivalent capacity to all VN nodes 
(VN links) does not limit generality here.

Now operators provisioning VN services will likely want to 
achieve high resource efficiency over their underlying substrate 
networks. In addition, associated revenue generation (cost 
reduction) concerns will also be very important. Hence two 
key metrics are introduced here. First a modified revenue is 
associated with provisioning a VN request:

$$\text{Revenue}(G^n_v) = (t^n_e - t^n_s) \times (\sum_{e^n_v \in E^n_v} b^n_v / B + \rho \sum_{v^n_v \in V^n_v} c^n_v / C)$$

(1)

where $\rho$ is the fraction of node resource revenue and $B$ and 
$C$ are two large numbers to normalize node/link resources. 
Unlike [15], here the revenue is also dependent upon request 
durations, i.e., a request with a longer time duration but the 
same node/link resources gives higher revenue. Second, a 
similar duration-sensitive modification of the cost of accepting 
a VN request is defined as:

$$\text{Cost}(G^n_v) = (t^n_e - t^n_s) \times (\sum_{e^n_v \in E^n_v} \frac{\nabla_{G^n_v}}{B} + \pi \sum_{v^n_v \in V^n_v} \nabla_{G^n_v} / C)$$

(2)

where $\pi$ is the fraction of node resource cost, $\nabla_{G^n_v}$ is the 
total amount of bandwidth allocated on substrate link $e^n_v$ for 
mapping the VN, and $\nabla_{G^n_v}$ is the total amount of node 
resources allocated at substrate node $v^n_v$ for mapping the VN.

A two-stage graph-theoretic VN AR scheme is now pre-
presented, see Fig. 1. Here requests arrive and depart in con-
tinuous time and in an “on-line” manner. First, the VN nodes 
are sorted according to their node ranks and mapped in a 
sequential manner (steps 3-14, Fig. 1). Next, the virtual links 
between the mapped nodes are scheduled (steps 15-21, Fig. 1).
The algorithm returns success if all nodes and links are 
scheduled (mapped). Now consider virtual node mapping, for 
which four different strategies are proposed:

- **Random Pick (RP):** This scheme randomly picks a sub-
strate node with enough free resources in the VN request 
interval. This approach essentially provides a baseline for 
comparison purposes.

- **Maximum Neighbor (MN):** This scheme chooses the 
substrate node with the maximum number of available 
neighbours in $G^n_s(V^n_s, E^n_s)$. This approach tries to map the 
most-connected substrate nodes first in order to increase the 
likelihood of successfully routing the virtual links.

1: Given incoming request $r^n = (G^n_v, e^n, b^n, t^n_s, t^n_e)$, generate 
temporary graph copy $G^n_s(V^n_s, E^n_s) = G(V, E)$
2: Remove non-feasible nodes and links in $G^n_s(V^n_s, E^n_s)$, i.e., 
$\text{rem}_v(t) < c^n_v$ and $\text{rem}_e(t) < b^n_v$ in $[t^n_s, t^n_e]$
3: Sort the virtual nodes based upon node rank
4: for $i = 1$ to $|V^n_s|$
5: Pick substrate node from $V'_s$ based on selected node 
mapping approaches (RP, MN, MB, or MP)
6: if Failed
7: VN request $r^n$ failed
8: Discard $G^n_s(V'^s_s, E'^s_s)$ and temporary node mapping 
array
9: Exit loop
10: else
11: Remove substrate node from $V'_s$
12: Save node mapping $< v^n_v, v^n_s >$ in temporary node 
mapping array
13: end if
14: end for

$\ast$ Loop and map all virtual nodes in the request

15: if All virtual nodes mapping successful
16: Assign unity weight to links in $G^n_s(V'_s, E'_s)$
17: Run Dijkstra’s shortest-path for each virtual link be-
tween mapped substrate nodes
18: else
19: VN request $r^n$ failed
20: Drop $r^n$, Discard $G^n_s(V'_s, E'_s)$ and node mapping array
21: end if
22: if All VN link connection routed
23: Setup successful
24: Reserve mapped node resources from node mapping 
array onto $G_s(V_s, E_s)$
25: Reserve routed link resources onto $G_s(V_s, E_s)$
26: end if

Fig. 1. Virtual Network Advance Reservation heuristic algorithm

- **Maximum Bandwidth (MB):** This scheme chooses the 
substrate node with the most available bandwidth on its 
adjacent links. This approach tries to achieve link load-
balancing when mapping virtual nodes, i.e., by avoiding 
heavily-loaded substrate links.

- **Maximum Product (MP):** This scheme pursues a me-
median between node and link loads. Namely, the product 
of the remaining node resources and total adjacent link 
bandwidth levels are calculated for each substrate node 
in $G^n_s(V^n_s, E^n_s)$. Each virtual node is then mapped to the 
available substrate node with the maximum product.

Carefully note that a temporary copy of the network graph, 
$G^n_s(V'^s_s, E'^s_s)$ is used to perform all node/link mapping computa-
tions, Fig. 1. This graph first removes any physical nodes or 
links which cannot accomodate a requested virtual node or 
link, i.e., $\text{rem}_v(t) < c^n_v$ and $\text{rem}_e(t) < b^n_v$ (non-feasible).
IV. Performance Analysis

The performance of the VN scheduling heuristics is analyzed using custom-developed OPNET Modeler™ simulation models. A substrate topology with 24 nodes/43 links (3,58 node degree) is tested where all nodes have 1,000 units of generic resource capacity and all physical links have 10,000 units of bandwidth. Meanwhile, VN request topology sizes are uniformly varied from 4-7 nodes with corresponding node capacities ranging uniformly from 10 to 30 units and link capacities from 100 to 1,000 units. Accordingly, $B$, $C$, $\mu$, and $\pi$ are set as 30 (since the largest bandwidth/node resource can only be up to 1,000/30 in a single request), and both $\rho$ and $\pi$ are set to 1 in Eqs. 1 and 2. All VN requests have exponentially-distributed holding and inter-arrival times with means $\mu$ and $\lambda$, and a modified Erlang load metric is defined to take into account varying numbers of link requests in VN demands, i.e., akin to [3].

For testing purposes, a scaled $C$ is set to 1,000, $\mathcal{C}$ is set as 30 (since the largest bandwidth/node resource can only be up to 1,000/30 in a single request), and both $\rho$ and $\pi$ are set to 1 in Eqs. 1 and 2. All VN requests have exponentially-distributed holding and inter-arrival times with means $\mu$ and $\lambda$, and a modified Erlang load metric is defined to take into account varying numbers of link requests in VN demands, i.e., akin to [3]. For testing purposes, a scaled mean holding time of $\mu=10$ seconds is used, and the mean inter-arrival times are adjusted according to load. All tests are done for 500,000 random VN requests.

Fig. 2. VN request blocking rate (a), VN average route length (b) for different load-balancing schemes.

Overall blocking results are shown in Fig. 2a and indicate that the “load-aware” MB and MP schemes give the best performance, with the MB scheme doing significantly better. Meanwhile, the average path lengths of the mapped VN link connections are also shown in Fig. 2b to gauge bandwidth resource utilization. Here both load-balancing schemes (MB, MP) give better average utilization, particularly at higher load regimes. Further tests are also done to measure the revenue and cost of successfully provisioning VN requests (Fig. 3). Results here indicate that the MB scheme consistently gives the best revenue, see Fig. 3a. Meanwhile, the RP scheme gives the lowest cost for accepting a VN, whereas the MP scheme gives the highest cost. Overall, the MB scheme is deemed as the most competitive as it achieves the lowest blocking and the highest revenue, with only 10% higher cost versus the lowest-cost heuristic, i.e., RP scheme. Overall, these results clearly indicate that node mapping schemes have a huge impact on VN scheduling performance, and that the “load-aware” strategies give better overall performance.

V. Conclusions and Future Work

Growing application demands are driving the need for virtual infrastructure reservation. Hence this paper looks at the more generalized case of virtual network advance reservation and presents several heuristics. Findings indicate that different node mapping strategies have a direct influence on link load balancing, and that maximum bandwidth node selection gives the best performance. Future efforts will look at developing more advanced optimization and meta-heuristic schemes to further improve performance.
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