
Page 1 of 34 

 

 

 

 

Analysis of Online Social Network Connections for 

Identification of Influential  Users: Survey and Open Research 

Issues 

MOHAMMED ALI  AL-GARADI, KASTURI DEWI VARATHAN , SRI DEVI RAVANA,  

EJAZ AHMED,GHULAM MUJTABA ,  UNIVERSITY OF MALAYA , KUALA LUMPUR, MALAYSIA  

MUHAMMAD USMAN SHAHI D KHAN, COMSATS INSTITUTE OF IT, PAKISTAN 

SAMEE U. KHAN, NORTH DEKOTA STATE UNIVERSITY, USA 

Online social networks (OSNs) are structures that help users to interact, exchange, and propagate new ideas. The identification of 

the influential users in OSNs is a significant process for either accelerating the propagation of information that includes marketing 

applications or hindering the dissemination of unwanted contents, such as viruses, negative online behaviors, and rumors. The 

present paper presents a detailed survey of influential usersô identification algorithms and their performance evaluation approaches 

in OSNs. The survey covers recent techniques, applications, and open research issues on analysis of online social network 

connections for identification of influential users. 
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1 INTRODUCTION  

Online social networks (OSNs) are dynamic social interaction platforms for billions of users worldwide. Information 

and ideas are rapidly disseminated among these users through online social interactions. The online interactions among 

OSN users generate a huge volume of data that provides the opportunity to study human behavioral patterns 

(Ratkiewicz et al., 2011). An in-depth investigation of OSNs is important to enhance the understanding of the 

relationships among people and to help address several issues on society and sociality. 

The literature on information dissemination has shown that only a few influential people have observable 

qualifications that shape the opinion of a large population (Katz and Lazarsfeld, 1955). The identification of influential 

users holds tremendous practical importance, and it has recently attracted considerable attention (Pei et al., 2014a; 

Kitsak et al., 2010). Targeting influential users is vital for designing techniques for either accelerating the propagation 

of information in marketing applications (Richardson and Domingos, 2002; Subramani and Rajagopalan, 2003) or 

hindering the dissemination of unwanted contents (e.g., viruses, online negative behaviors, and rumors) (Zhao et al., 

2011; Kwon et al., 2013; Fire et al., 2014). Moreover, the analysis of influence patterns is significant to comprehend 

the rapid adoption of specific trends. Influence patterns are beneficial for advertisers to implement highly effective 

campaigns. 

Numerous recent studies have been published on the identification of influential users in social networks. The search 

for the best set of influential users is a many-body problem that depends on the topological interactions among users 

(Altarelli et al., 2013; Altarelli et al., 2014; Morone and Makse, 2015b). Influential users are generally identified by 

their ranking relative to topological measures. Therefore, an effective topological measurement algorithm is 

fundamental in identifying influential users in OSNs. However, the comparison of published techniques is challenging 

due to the unavailability of enough social network data for most OSNs (Pei et al., 2014a). Moreover, the consensus 

on the best influential users identification algorithm is also lacking in literature (Pei et al., 2014a). 
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1.1 Social Network Analysis 

A social network is generally assumed to be viewed as graphs, where vertices denote users and edges represent 

relationships among users. The importance of a user in a network can be calculated by using metrics imported from 

graph theory (Mislove et al., 2007; Jiang et al., 2013; Barabási and Albert, 1999; Freeman, 1977; Faust, 1997). These 

metrics rely on network topology. For example degree centrality pertains to the quantity of edges linked to a vertex. 

This centrality is often interpreted as a nodeôs immediate risk of catching viruses or may be used for enhancing 

information that flows through a network for marketing strategies (Mislove et al., 2007; Jiang et al., 2013; Barabási 

and Albert, 1999). 

Social network influence pertains to the ability of a user to change the feelings, attitudes, or behaviors of other users 

in a network (Easley and Kleinberg, 2010). The network connection among users helps them spread influence. The 

strength of the link between the two nodes of a network relies on the overlap of their neighborhoods (Granovetter, 

1973). Influential individuals tend to be significantly connected with a larger number of groups compared with normal 

individuals. However in OSNs this condition may not be always applicable to identify influential users (Cha et al., 

2010).  

The identification of influential users within social networks has a wide range of applications, from blocking the 

spread of virus and disease to maximizing the diffusion of ads and marketing campaigns (Song et al., 2006; Song et 

al., 2007b). Several studies have assumed that in a real social network, influential users are the most important nodes 

for spreading influence (Goyal et al., 2010; Song et al., 2007a; Song et al., 2007b). However, Watts and Dodds (2007) 

argue that instead of influential users, the critical mass of easily influenced users is the main cause of fast information 

diffusion in the OSNs.  Therefore, the measurement of influence and influential users is of significant concern from 

both analysis and design perspectives. 

This survey intensively analyzes cutting edge influential user identification techniques in OSNs. The survey focuses 

on investigating validation approaches to evaluate the performances of different influential user identification 

techniques. Recent studies on the influence maximization in OSNs are also discussed. Furthermore, taxonomy of 

influential spreader identification algorithms in OSNs is devised for classification. The commonalities and deviations 

in such studies are simultaneously examined based on identification algorithms, metrics used, types of network, and 

evaluation models. The paper concludes by identifying the major issues related to the identification of influential users 

in OSNs. The taxonomy of these issues is devised according to network-related issues, efficiency of identification 

algorithm-related issues, validation-related issues, understanding of the role of influential users in OSN-related issues, 

and user privacy-related issues. These issues are presented as future directions to guide researchers in identifying ideas 

for further investigations. 

The introduction is presented in Section 1, and Section 2 discusses existing surveys. Section 3 describes the influential 

user identification algorithms in OSNs. In Section 4, the performance evaluations of different influential user 

identification algorithms are presented. Section 5 reviews the influence maximization in OSNs. Section 6 devises the 

taxonomy of the identification of influential spreader studies in OSNs. Section 7 presents the applications of influential 

spreader identification in the OSNs context and related opportunities. Section 8 discusses the identified major open 

research issues related to the identification of influential users in OSNs. Section 9 concludes the paper.  

2 RELATED SURVEYS 
Studies on the identification of influential users in the OSN context have been increasing; however, relatively few 

surveys have been conducted in this specific area. The related published surveys can be categorized in two: 

information diffusion in OSNs (Guille et al., 2013) and user influence measurement (Probst et al., 2013; Riquelme 

and González-Cantergiani, 2016).   

Guille et al. (2013)  have focused on information diffusion in OSNs and its properties. Moreover, the authors have 

studied the approaches to identify important topics in OSNs using information diffusion properties and discusses the 

techniques used to model information diffusion. Probst et al. (2013) have focused on exploring the different 

characteristics of influential users that are used to measure user influence. Riquelme and González-Cantergiani (2016) 

have conducted a survey on  user influence measurement on Twitter, which summarizes how activity, popularity, and 

user influence are measured on Twitter. However, our work covers the classification of state-of-the-art identification 

influential user algorithms in OSNs and a devisal of a thematic taxonomy. Furthermore, this paper investigates current 
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validation approaches for evaluating the performances of different influential user identification algorithms and 

current studies on influence maximization in OSNs. The survey includes various applications and identifies major 

open research issues. 

This review is conducted based on the studies obtained from Web of Science, Scopus databases, and Google Scholar 

using keywords related to its scope, that is, ñthe identification of influential users in OSNs.ò The first part of the 

keywords (queries) is related to spreaders, such as influential users, influential spreaders, super-spreaders, and 

influential nodes. The second part of the keywords is related to OSN websites, such as social media, online social 

network, OSNs, Twitter, Sina Weibo, YouTube, and LinkedIn.  The criteria used to include studies in this survey is 

as follows: English articles and articles published between 2004 and 2017 that primarily introduce algorithms or 

methods for the identification of influential users in the context of OSNs.  This review excludes studies based on the 

exclusion criteria as follows: Studies not mainly intended to use OSN networks or studies not mainly designed to 

identify influential users (spreaders). Moreover, anchor papers of complex networks are considered to support or 

contradict the reviewed papers although they are not directly applied to OSNs. 

 

3 IDENTIFICATION OF INFLUENTIAL USERS IN OSNS  
Influential users were initially identified as users with numerous friends or followers. However, the concept recently 

evolved, and researchers began to use several factors related to network structure and user content along with number 

of friends in order to identify influential users (Morone and Makse, 2015b; Räbiger and Spiliopoulou, 2015; Xiao et 

al., 2013). Moreover, the characteristics of OSNs differ from that of traditional social networks. Considering the 

above-mentioned aspects, the next section explores in detail the most prominent techniques used to identify influential 

spreaders in the OSN context. The drawbacks of each approach are also outlined. In this section, the following two 

questions are addressed: 

1. What are the different state-of-the-art techniques widely used to identify influential users in OSNs? 

2. What are the weaknesses and issues of the state-of-the-art influential user identification techniques in OSNs? 

3.1 Influential User Identification Algorithms in OSNs 

User influence is measured based on various factors and by using various techniques. This section investigates state-

of-the-art approaches on the influence measurement and detection of influential users in the OSN context. The 

classification of these identification methods is based on their working principles (Liao et al., 2017; Lü et al., 2016). 

 

3.1.1 Local Measures. Local measures, including degree, are based on local metrics such as the number of links for 

computing influential users in networks. Local measure is calculated through the direct neighborhood of a given user. 

Local measure such as degree centrality pertains to the quantity of links connecting a node, wherein a high-degree 

node is assumed as the authority for the largest information dissemination (Albert et al., 2000; Pastor-Satorras and 

Vespignani, 2001). A network can be either directed or undirected. In-degree centrality pertains to the number of 

edges that connect to the node, whereas out-degree centrality denotes the number of edges that originate from the 

node. In directed networks, in-degree centrality usually refers to the popularity of a user, whereas out-degree centrality 

typically indicates the sociality of a user (Mislove et al., 2007; Jiang et al., 2013). 

In the OSN context, degree counts refer to the size of the audience for users, the number of social relationships, or the 

amount of interactions. Several studies have used the degree measure to identify the most influential users in OSNs 

(Cha et al., 2010; Kim and Han, 2009; Romero et al., 2011; Bakshy et al., 2011). However, the degree measure alone 

cannot accurately reveal the influence of users, and users with a high degree are not necessarily considered as 

influential (Cha et al., 2010). 

 

3.1.2 Short Path-Based Measures. Short path-based measures consider all the shortest paths that go through a user 

in a network to calculate the userôs influence and importance in the network. Algorithms based on short paths such as 

Closeness, Betweenness, and Katz algorithms are discussed in following subsections. 

 

Closeness centrality: In a social network, Closeness centrality calculates the closeness of a node to all remaining 

nodes in the graph. Closeness is calculated using the distance of the average shortest path from a node to all remaining 



Page 4 of 34 

 

nodes in the graph. To any user, the closeness centrality value is reciprocal to the average  geodesic distance to all 

other users (Bavelas, 1950; Freeman, 1979). 

 

Betweeness centrality: Betweenness centrality of a user can be calculated by the counts of the shortest paths that pass 

through that user. The betweenness centrality has been used for identifying important users in OSNs. For example, 

Catanese et al. (2012) have applied betweenness centrality to data graphs from Facebook in order to identify the central 

nodes of the network. 

 

Katz Algorithm : Katz centrality (Katz, 1953) calculates influence of users (nodes) by taking into consideration all 

network paths. The Katz centralityôs influence on the node is determined by all network links that pass through the 

node. Katz centrality differs from Closeness centrality in which only the short path lengths are considered among the 

nodes; Katz centrality considers all network links (Lü et al., 2016). The main difference of Katz centrality from 

Closeness centrality is that the former assigns a certain minimum score to every user in a network (Liao et al., 2017). 

Katz centrality is built with a good mathematical assumption for analyzing networks and identifying important nodes. 

However, Katz centrality has high computational complexity, which limits its application in large networks (Lü et al., 

2016). 

 

3.1.3 Iterative Calculation-Based Measures. Iterative calculation-based measures do not only consider the direct 

links among users but also the accounts for all network links to calculate user influence. In Iterative calculation-based 

measures, each network user contributes its ranking value to its connected users and obtains new updated scores from 

connected users in each iteration round. This process is iterated until each user reaches a steady state.  Commonly 

used Iterative calculation-based measures in OSNs, such as Eigenvector centrality and PageRank-like algorithms, are 

discussed in the following subsections. 

 

Eigenvector centrality: In Eigenvector centrality, not only the number of links (connected users) but also the 

influence score of connected users is used to calculate user influence. Consequently, in Eigenvector centrality, users 

receive high scores if they are connected to important users (users with high influence scores). User influence is 

proportional to the sum of the influence score of the users to which it is connected (Bonacich, 2007). Previous studies 

have used Eigenvector centrality to identify influential users in a graph (He, 2007; Duda et al., 2012; Borgatti and 

Everett, 2006). 

 

PageRank-like algorithms: PageRank is a famous Google algorithm for ranking web pages introduced by Brin and 

Page (2012). PageRank is a global ranking of web pages, irrespective of content and constructed solely on the 

connected edges on a web graph. The algorithm iteratively calculates the value of a node and depends on the main 

metrics and connected link counts, as well as the PageRank score of all connected links. The PageRank algorithm is 

used in various applications such as finding an important node in a graph. The algorithm is characterized by simple 

assumptions, direct implementation, and comparatively low time complexity. Therefore, many studies are motivated 

to apply PageRank to recognize critical influential users in numerous practical situations. The PageRank algorithm is 

expressed as follows: 

ὖ Ὑό  ρ  ὨȾὔ  Ὠ ὖὙὺȾὒὺ

ᶰ

 (1) 

 

where N is  the count of users in the network, L (v) is  the count of the out-degree links from a user v, M (u) is the user 

in OSNs  indicating or connecting a user  u, and d is a damping factor  (Brin and Page, 2012). 
 

The study (Yin and Zhang, 2012) in the Sina Microblog proposes a user interaction model that considers the personal 

characteristics of users, such as their level of activity and readiness to retweet, in order to calculate user influence 

(influence score) using a model with a weighted PageRank algorithm.  Moreover, this research aims to measure the 

influence between two users (pairwise influence) rather than measuring global influence (user influence in an entire 
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network). The characteristics of OSNs differ from those of traditional web pages. Therefore, some PageRank variants 

have been designed to improve the identification of the influential users in OSNs.  

 

TunkRank (Tunkelang, 2009): TunkRank algorithm is a variant of PageRank. The algorithm assumes that the 

influence of a user is evenly distributed among his/her followers. Therefore, the probability of a user reading any 

userôs tweet from the following list is equal to one out of the total number of users in the same list. The preceding 

concept is mathematically represented as: 

ὍὲὪὰόὩὲὧὩὭ 
ρ ὴz ὍὲὪὰόὩὲὧὩὮ

ᴁὪέὰὰέύὭὲὫὮᴁ
   

 (2) 

where ὴ is the probability that user Ὥ is going to retweet user Ὦôs tweets, and ||following (j)|| represents the total 

number of users followed by user j. 

 

TURank  (Yamaguchi et al., 2010): The TURank algorithm studies the relationship among users along with the usersô 

posts. The TURank algorithm works on the relationship graph network of user-to-tweets. The network models the 

information flow in Twitter and calculates the ranking scores of users. The ranking algorithm is constructed based on 

several observations appeared in the study (Yamaguchi et al., 2010). The most important observations are as follows: 

an influential user is followed by many other influential users, a tweet retweeted by many influential users tends to be 

a valuable tweet, and a user who posts many valuable tweets is likely to be an influential user. 

 

TwitterRank  (Weng et al., 2010): The TwitterRank algorithm uses the topics discussed on Twitter along with the 

network structure to rank user influence on Twitter. TwitterRank computes each userôs topic distribution based on 

tweet contents using latent dirichlet allocation (Blei et al., 2003; Griffiths and Steyvers, 2004). The topic distribution 

helps to compute specific topic similarity scores between each pair of users. TwitterRank subsequently iteratively 

measures user influence on a topic as follows: 

ὝὙᴆ  ὴ ὝὙᴆ ρ Ὁὸ (3) 
where ὝὙ is the user influence on topic t, and Ὁὸ is the teleportation vector that represents the probability that a user 

will find another user without following the edges of the user-to-user connectivity graph. Moreover, in Equation 3, 

damping factor  is the value between 0 and 1 to control teleportation probability, and  ὴ is the transition probability. 

The transition probability in TwitterRank is defined as: 

:
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(4) 

 

where tweetsT j.  is the total number of tweets by user Ὦ ,  В  ὝὸύὩὩὸί   is the count of  tweets by all friends 

of user Ὥ , and ὛὭά ὭȟὮ is the topic t similarity between users Ὥ  and Ὦ Ȣ 

 

LeaderRank (Lü et al., 2011): The LeaderRank algorithm introduces the ground node concept. Ground node is 

connected to each node in the network using bidirectional links. The ranking process assigns one-unit prestige to all 

the nodes in a network except the ground node. The unit prestige of the nodes is further evenly distributed to 

neighboring nodes through direct links. The process continues similar to a random walk for a directed network until a 

steady state is reached. The authors claimed that the proposed LeaderRank algorithm has numerous advantages over 

PageRank algorithm. Furthermore, the convergence rate of the LeaderRank algorithm is faster than that of PageRank 

in a strongly connected network. Moreover, the algorithm is more tolerant of noisy data, such as spurious and missing 

links and is applicable to any type of network. Furthermore, the algorithm is robust against spammers. 

 

The weighted LeaderRank (Li et al., 2014) is an improved variant of the LeaderRank algorithm. The improvement is 

achieved by making the ground node more biased toward nodes with more fans using a biased random walk. The 

weighted LeaderRank can identify the increase of influential users. The algorithm is relatively more tolerant of noisy 

data and more robust against intentional attacks than the original LeaderRank algorithm. 
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Inf luenceRank (Chen et al., 2012b): The InfluenceRank technique is calculated using two models. The first model 

measures the usersô relative influence, and the second model calculates the user network global influence. The usersô 

relative influence model is calculated based on three factors: quality of tweet, ratio of retweets, and topic similarity 

among users. The model can be mathematically presented as follows: 

ὙὩὰὥὸὭὺὩ ὍὲὪὰόὩὲὧὩ ὙὍ ὺȟὺ  ὗ  Ὑ ὺȟὺ  ίὭάὺȟὺ  (5) 

where ὙὩὰὥὸὭὺὩ ὍὲὪὰόὩὲὧὩ  ὙὍ ὺ ȟὺ  is the influence of user  ὺ  on user ὺ,  and ὗ  is the quality of tweet and is 

calculated as: 

ὗ
ὲόάὦὩὶ έὪ ὶὩὸύὩὩὸί ὺὭ  ὲόάὦὩὶ έὪ ὧέάάὩὲὸίὺὭ 

Ὕέὸὥὰ ὲόάὦὩὶ έὪ ὸύὩὩὸί ὺὭ
 (6) 

In Equation (5), Ὑ ὺȟὺ  refers to the retweet ratio of from users ὺ to ὺ and is calculated as: 

Ὑ ὺȟὺ
 ὙὩὸύὩὩὸί ὺȟὺ

ὙὩὸύὩὩὸί ὺ
 (7) 

The function ίὭάὺȟὺ  in Equation (5) is the topic similarity between users  ὺ and ὺ. 

The user network global influence model of the InfluenceRank technique is a PageRank-like algorithm. The model is 

calculated by replacing the Relative Influence RI value into the PageRank algorithm. The model is mathematically 

calculated as follows: 

ὍὲὪὰόὩὲὧὩὺ ρ ‗
ȿὊέὰὰέύὩὶί ὺȿ

ὔ
‗

ὙὍ ὺȟὺ ὍὲὪὰόὩὲὧὩὺ

ὊέὰὰέύὭὲὫὺ
 ɴ  

 (8) 

where ‗ is the damping factor. 

The only difference between the above-represented method and the original PageRank algorithm is the scoring value. 

The scoring value in the InfluenceRank technique is unequally distributed to all followers. Moreover, the technique 

uses a biased random walk, and the scoring value is determined by theὙὩὰὥὸὭὺὩ ὍὲὪὰόὩὲὧὩ ὙὍ ὺȟὺ . 

InfRank  (Jabeur et al., 2012): InfRank is a PageRank-like algorithm that models OSNs to identify influential users 

and leaders. The study measures the usersô influence by initially measuring the ability to spread information in the 

network (i.e., by having a high number of retweets) and subsequently determining good influential users in the retweet 

list (i.e., their tweets are retweeted by influential users). The InfRank technique constructs a graph network using users 

as nodes and retweets as edges between users. The edge is constructed between users ὺ ÁÎÄ ὺ if at least one tweet of 

όίὩὶ ὺ is retweeted by όίὩὶ ὺȢ The user-retweet graph has advantages and disadvantages compared with the user-

follower graph. The former represents a strong social connection because the user can follow another without ever 

retweeting them and can retweet without following the author of the original tweet. However, the user-retweet graph 

is relatively sparser than the user-follower graph. Moreover, the InfRank technique distributes the ranking score 

retweet edges in terms of weights. Weighted edge is calculated as follows: 

ύ ὺȟὺ 
ὸέὸὥὰ ὲόάὦὩὶ έὪ ὸύὩὩὸί ὦώ ὺ  ᷊  ὸέὸὥὰ ὲόάὦὩὶ έὪ ὶὩὸύὩὩὸί ὦώ ὺ 

ȿὸέὸὥὰ ὲόάὦὩὶ έὪ ὸύὩὩὸί ὦώ ὺ ȿ
 (9) 

 

SpreadRank (Ding et al., 2013): The SpreadRank method is a variant of the PageRank method in microblogs. This 

method constructs a user-retweet network similar to that of the InfRank technique. User-retweet network edges are 

weighted by a unique retweet weight. The reweights of the edge is computed as the ratio of retweet counts to tweets. 

Moreover, the time interval of retweets has a significant importance in the SpreadRank method. The author argues 

that the faster the tweets are retweeted, the higher the diffused rate.  The study uses the location of users in information 

cascades to measure the teleport vector that indicates that a location closer to the root (main tweets) will obtain higher 

scores. The influence transition from users ὺ ÔÏ ὺ is calculated as follows: 

ὖὺȟὺ
В Ὢὸ

ὰέὫὝ
 (10) 

where ὸ  is the time interval of the retweets, and Ὕ  is the number of tweets by user ὺ. 
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ProfileRank  (Silva et al., 2013): The ProfileRank model is inspired by the PageRank algorithm. This model 

introduces an integrated view of user influence and content relevance in information diffusion. ProfileRank identifies 

influential users by measuring the usersô abilities to create and propagate relevant content for a significant portion of 

the community. The algorithm is computed by the random walks on a user-content bipartite network. 

The aforementioned PageRank-like techniques are summarized in Table 1 along with the methodologies, objectives, 

input parameters, network types, and weight attributes required for the respective technique. 

 

Table 1. Comparison of PageRank-like algorithms 

 Criteria  

  / PageRank-

like algorithm  

Methodology 

 

Objective 

  

Input Parameters Network 

Type 

  

 Weight 

 TunkRank 

 (Tunkelang, 

2009) 

 TunkRank measures user 
influence as the expected 

number of users who will 

read a tweet. 

Both attention distribution and 
retweeting probability are 

considered to recursively 

measure user influence. 

 Number of 
followers and 

probability that 

users will retweet.  

 Userïfollower 
 network 

 The edge is weighted by 

the introduced  ὴ, the 
constant probability that 

users retweet a tweet. 

 TURank 

 (Yamaguchi et 
al., 2010) 

  TURank constructs a 

userïtweet network in 
which users, their tweets, 

and followers are linked 

with corresponding edges.  

 A user, who is followed by 

many influential users and is 
likely to be an influential user is 

considered in recursively 

measuring user influence. 

 Follower, tweets, 

and retweet counts. 

 Userïtweet 

network 

 The weights of edges are 

calculated as ύὩ

ȟ
, 

 where Ὡ ᶰὉ is the 
edge of the same type as 

Ὡ, and ὕόὸὈὩὫόȟὩ  is 
the count of outgoing 

edges of type Ὡ from 

user όȢ 
 TwitterRank 

(Weng et al., 
2010) 

 TwitterRank uses both 

network structure and 
topic similarity in 

calculating user influence. 

 The topic similarity between 

users and network structure is 
considered to recursively 

measure user influence. 

 Number of 

followers and topic 
similarity. 

 Userïfollower 

 network 

 The edge is weighted by 

the topic similarity of 
users.  

 LeaderRank 

(Lü et al., 2011) 

 LeaderRank introduced a 

ground node that is 

connected to each node in 
the network using 

bidirectional links. 

 LeaderRank should be more 

tolerant of noisy data and robust 

against spammers to propose 
algorithms that can effectively 

quantify user influence. 

 Number of fans and 

ground node 

(bidirectional links 
to every node in the 

network). 

 Fanïleaderï

ground node  

network 

 No weight is applied. 

 Weighted 

LeaderRank 

(Li et al., 2014) 

  The algorithm uses a 

biased random walk 
instead of that used in the 

original LeaderRank to 

make the ground node 
more biased toward nodes 

with more fans. 

 The ground node toward the 

nodes that are more popular 
(with more fans) is biased to 

improve the original 

LeaderRank. 

 Number of fans and 

ground node 
(bidirectional links 

to every node in the 

network). 

 Fanïleaderï

ground node 
network 

The weights are set to 

the nodes according to 
the nodeôs in-degree (i.e., 

fan count).  

  

 Infl

uenceRank(Ch

en et al., 2012b) 

 The algorithm works in 
two steps:  the first step 

involves measuring a user 

relative influence, and the 
second step involves 

measuring user network 

global influence. 

  A userôs relative influence is 
considered to recursively 

measure usersô influence. 

Number of 
followers, quality of 

followers, quality of 

tweet, retweet ratio, 
and topic similarity. 

  

 Follower 
 network 

 The edge is weighted by 
a userôs relative 

influence. 
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3.1.4 Coreness-based Measures. Coreness-based measure (also known as the k-core decomposing method) assumes 

that the location of a user is more important than its direct connection in calculating its diffusion of influence (Kitsak 

et al., 2010). The k-core  depends on decomposition processes of the network (Dorogovtsev et al., 2006).  The 

decomposition prunes the network down to the k-core. The k-core is the maximal connected sub-graph of an original 

graph network. In the k-core decomposition processes, all nodes with degrees less than the k are repeatedly removed. 

The procedure is initiated on users with a degree one. Users with a degree one are assigned to the 1-shell. All users 

with degree Ὧ ρ are first eliminated, and pruning processes will persist till no user with Ὧ ρ exists. This process 

is similarly applied to the following k-shells and continues until the cores of the network are identified (Batagelj and 

Zaversnik, 2003). 

The k-shell methods are effective techniques for finding influential users in complex networks. The networkôs core 

contains influential nodes. Therefore, influential nodes are successfully identified by the k-shell decomposition 

method (Kitsak et al., 2010). The influential usersô existence in the networkôs core confirms that highly connected 

users correspond to each other. 

Recently, many improved variants of k-core algorithms are proposed. In  (Zeng and Zhang, 2013), the mixed degree 

decomposition is used in overcoming limitations related to the original k-shell decomposition, such as considering 

only the residual degree (i.e., links between the remaining nodes) and entirely ignoring the exhausted degree (i.e., 

links connected to the removed nodes) (Zeng and Zhang, 2013). In other studies (Garas et al., 2012; Wei et al., 2015) 

the k-shell is adapted to consider weighted complex networks. However, the algorithms only considered weight as the 

degree of connected nodes, e.g., a node connected to high degree nodes receives high weight. Therefore, in these 

studies, only the degrees of nodes are considered, and the quantity of interactions is ignored. However, in the OSN 

context, the degree of nodes infrequently reflects user influence (Cha et al., 2010). Another study improved the original 

k-core by considering the interaction between the users as a weight for links (Al -garadi et al., 2017). This study is 

based on that the interaction is an important element in spreading of information. This study only consider single 

network (social network) to represent the relationship between the users which is weighted by the interaction between 

these users. However in the reality, the users can still interact even if there is no social network (following or follower 

relation) connections between them through common friends, therefore multilayer network representation of OSNs is 

required to be explored to deeply understand the relationships between the users and effectively represent the different 

connections. 

The unavailability of complete network data distinguishes OSNs from many complex systems and prevents the direct 

validation and comparisons of the efficiencies of user influence measuring techniques. Pei et al. (Pei et al., 2014a) 

applied different user influence measurements in identifying influential users in OSNs and noted that k-core 

outperformed the PageRank and degree (Pei et al., 2014a). In another research (Feng, 2011), k-shell algorithm was 

modified to measure  user influence in Twitter. The authors used the Logarithmic mapping technique to find the k-

 InfRank  

 (Jabeur et al., 
2012) 

 The study measures user 

influence by initially 
measuring their ability to 

spread information in the 

network and subsequently 
determining the good 

influential users in the 

retweet list. 

 InfRank measures user influence 

to identify influencers, leaders, 
and discussers in online social 

network microblogs. 

 Retweets count and 

number of 
influential users in 

the retweet list. 

 Retweet 

network 

 The edge is weighted by 

the retweet ratio. 

 SpreadRank 

 (Ding et al., 

2013) 

 SpreadRank constructs a 
network using users as a 

node, and an edge exists 

between users ὺ ÁÎÄ ὺ, 

when at least one tweet of 

user ὺ is retweeted 

by όίὩὶ ὺ. 

Both weights and time interval 
of retweets are considered to 

recursively measure user 

influence. 

 Retweet count 
 and time interval of 

retweets. 

 Retweet 
network 

 Edges are weighted by 
unique retweet weight, 

i.e., ratio of number of 

retweets to tweets. 

 ProfileRank 

 (Silva et al., 

2013) 

 This algorithm measures 

the ability of users to 

create and propagate a 

relevant content to a 

significant portion of the 

community 

 User influence and content 

relevance is considered to 

recursively measure user 

influence. 

 Users and content  Userïcontent 

bipartite 

directed 

network 

 Random walks are on a 

userïcontent bipartite 

network. 
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core. In this technique, each k-shell level roughly represents the log value of the count of analyzed connections. The 

technique decomposed the network in a manner that nodes with a degree ς ρ or less are placed in a similar k-level. 

Authors showed that the modified k-shell methods more effectively and rapidly identify a small group of users than 

the original method. However, the results were validated only against Twitter usage data (i.e., average tweets/retweets 

from Twitter usage data). Several studies have shown the plausible circumstances that influential users do not 

correspond to Twitter usage data (Cha et al., 2010). 

 

3.1.5 Machine Learning Algorithms. Learning approaches use machine learning algorithms to predict influential 

users, and the most common of which is supervised learning (Hinton et al., 2006). Naïve Bayes, support vector 

machine, and decision tree are the most common supervised learning techniques. An effective learning approach 

requires a robust set of features that can provide important discriminative power to better predict results. Learning 

approaches require sufficient datasets in training and testing the machine learning model. 

The majority of the studies on predicting influential users (Mei et al., 2015; Liu et al., 2014; Bigonha et al., 2012; Chai 

et al., 2013; Xiao et al., 2013; Cossu et al., 2015) have proposed important features instead of any specific algorithms 

to improve the overall prediction model. Predicting influential users in OSNs generates controversial discussions on 

the selection of specific features that effectively predict user influence. Basic and direct features, such as follower, 

retweet, and tag counts are used to predict influential users. However, Mei et al. (Mei et al., 2015) shows that aside 

from direct features, other effective features, such as number of public lists, new tweets, and followersô ratio to friends 

can predict influential users. 

In another research (Liu et al., 2014), several features are extracted to train a support vector machine (SVM). Features 

use three different means of aggregation, namely, score-, list-, and SVM-based aggregation (Liu et al., 2014). Another 

approach combines user location in a network, user opinion polarity, and tweet quality to obtain a combined influence 

score (Bigonha et al., 2012). Moreover, a logistic regression analysis was applied to identify significant features for 

predicting user influence (Xiao et al., 2013). These features were used to train and compare four machine learning 

algorithms. The ACQR framework was proposed in (Chai et al., 2013). This framework extracts a set of features that 

are considered discriminatory attributes in identifying efficient users in OSNs. Features are derived from four aspects, 

namely, activeness, centrality, quality of post, and reputation. The four features are subsequently used to train the 

SVM. 

Cossu et al. (2015) investigate a large selection of traditional features, such as features based on user activity, local 

topology, stylistic aspects, tweet characteristics, and occurrence-based term weighting to identify influential users in 

OSNs. This study concludes that traditional features provide insignificant results. The authors propose a set of new 

features with enhanced performance. However, this study cannot be generalized because the comprehensive traditional 

features from previous literature are not used. Furthermore, the study utilizes a specific dataset with results valid only 

for the considered dataset. The following Table 2 compares the different features used in training the learning models 

to identify influential users in OSNs. 

 

3.1.6 Other Methods. To overcome the drawbacks from techniques in identifying influential users, researchers have 

introduced either hybrid methods, which are proposed based on more than one technique engineered in a synergistic 

manner to improve methodsô effectiveness in identifying influential users, or concepts for a new technique in 

identifying influential users. This section discusses the recent developments in these alternative methods. 

k-core can identify a single influential spreader effectively by ranking, which is proven in actual big network data 

(Kitsak et al., 2010; Pei et al., 2014b; Pei and Makse, 2013). However, k-core ranking has severe intersection of seed 

influence ranges; thus, k-core performs poorly when identifying multiple influential users (Sen Pei et al., 2017). Most 

previous studies have identified individual influential spreaders as an isolated spreader. However, Teng et al. (2016) 

have identified multiple spreaders from real OSN data using the collective influence (CI) method from another study 

(Morone and Makse, 2015a). The CI method examines the collective influence of multiple spreaders. The set of 

spreaders identified by this method performed better than the commonly used algorithms, such as PageRank and k-

core, in terms of the identification of multiple spreaders and high degree of information propagation. This method is 

effective in identifying multiple influential users in OSNs. Morone et al. (2016) have implemented the CI algorithm 

from another study (Morone and Makse, 2015a) in approximate linear time when nodes are deleted one by one. 

Furthermore, they have introduced two extensions of the original CI algorithm to optimize its performance, which 
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exhibited small performance improvements over the original CI algorithm. However, these versions suffer from high 

computation time, e.g., ὕὔ  compared with ὕὔ ὰέὫ ὔ  of the original CI algorithm, thereby limiting their 

application in big social networks, such as OSNs (Morone et al., 2016). 

Yang et al. (2016) have constructed a method using the concepts of closeness and betweenness centralities. This 

method modifies the original betweenness centrality by computing the degree of closeness between nodes and then 

creating link weights with this closeness calculation. However, this method is evaluated in small networks and was 

untested in real large networks, which is the main drawback of the underlying methods (closeness and betweenness 

centralities). Consequently, closeness and betweenness centralities require high-computation time when applied to 

large OSNs (which contain millions of users). 

Sun et al. (2016) have established a model using a set of proposed multi-features as input to the Bayesian network and 

PageRank. Features, such as tweet content, retweet count, follower and following counts, comments, tweet count, user 

authentication, professional background, and user interest, are used to construct this model. However, this model 

inherits the limitation of machine learning and PageRank methods in identifying influential users.  

Through the dense group generating algorithm, Ma et al. (Ma et al., 2017) search for the initial spreader first by finding 

the dense group and simultaneously selected the initial spreader from each dense group. Their proposed method is 

validated through the artificial susceptible-infectious (SI) model to demonstrate effectivity and efficiency. However, 

the disease spread of the SI model differed from the information spread process in the real world, such as in OSNs. 

Therefore, the proposed methodôs effectivity may differ when applied on real social networks (Centola and Macy, 

2007; Singh et al., 2013). A model based on real dynamic information spread in real OSNs should be investigated to 

confirm the effectivity of the proposed method. 

To overcome the limitation of k-core in identifying influential users, Sheikhahmadi and Nematbakhsh (2017) propose 

a hybrid technique where first super-spreaders nodes are  identified using  k-core with taken into consideration the 

degree, and friendsô diversity of the nodes; they then propose a method to reduce the overlap degree between identified 

nodes in order to effectively identify multiple spreaders. 

Zhuang et al. (2017) have introduced a method called SIRank, which calculates the influence diffusion of users in 

OSNs by considering user features, such as retweet time intervals and position of users in information cascades. To 

detect influential spreaders in the network, the method uses the features of user cascade influence and user-related 

influence in random walk similar to PageRankôs original concept. The proposed method shows improvement from 

algorithms, such as PageRank, TunkRank, RetweetRank, and degree; however, this method is based on the main 

concept of PageRank that caused similar drawbacks of PageRank as mentioned in 3.2.3.  

Xia et al. (2016) have first applied low-computational methods, such as degree or k-core, and then  have eliminated 

all low influence users to reduce network size. The reduced network size enables the global measures that are 

applicable to only small networks. However, such approaches are combined separately and are not integrated as a one-

stage approach, which causes the main method to still encounter drawbacks of these methods in every stage. The 

drawbacks of these methods are clearly not completely eliminated; therefore, such framework must be investigated to 

prove its effectivity in large-scale OSN networks. 

A trusted network is constructed by Zhu (2013) in the first stage to optimize the identification of influential users; in 

the second stage, time factor is considered in model construction to simulate the information dissemination process. 

Moreover, a dynamic algorithm is proposed in the study to identify the influential users in a network. However, the 

time complexity of the proposed method should be investigated when applied to large-scale networks. Moreover, the 

trusted user network is assumed complete to effectively implement the proposed method. However, obtaining entire 

networks is challenging due to the privacy settings of OSNs. 

Tan et al. (2016) have developed a network centrality method and used a graph convexity to describe the level of user 

influence before proposing a message passing method to identify influential spreaders who play major roles in 

spreading information in a network. However, a challenge is imposed by OSNsô characteristics (e.g., incomplete graph 

network and evolving network); therefore, this method should be investigated under such features. Moreover, this 

approach is established based on the concept of the SI spreading model. Consequently, the methods for identifying 

influential spreaders in OSNs based on such artificial model do not continuously reflect the effectivity of the proposed 

method because these models and the real dynamic information spread in OSNs are different (Centola and Macy, 

2007; Singh et al., 2013). 
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Current studies have reported that critical parts of spectral properties are represented by a non-backtracking (NB) 

matrix, which define the properties of the bond percolation method in complex networks (Radicchi, 2011; Krzakala 

et al., 2013). By merging these well-known facts, researchers have proposed the NB centrality (Radicchi and 

Castellano, 2016) as the quantity of choice to identify influential users in chaotic topologies. 

 

3.2 Issues and Shortcomings of Influential Users Algorithms 

This section discusses the drawbacks of the influence dissemination algorithms. The heuristic methods (degree, 

eigenvector centrality, closeness centrality, PageRank, and k-core) do not enhance the global function of influence as 

these methods identify the influential users individually and ignore the role of collective influence. Therefore, the 

results of the heuristic methods lack assurance in their results (Morone and Makse, 2015b). A recent study (Morone 

and Makse, 2015b) shows that the set of vital influential users is considerably smaller than the number of influential 

users detected by heuristic methods. Remarkably, previously ignored numerous weakly connected nodes appear 

among vital influential users. Ignored nodes are identified as low-degree nodes according to the structural analysis of 

the network surrounded by hierarchical coronas of hubs. Ignored nodes are exposed only through the optimal collective 

exchange of all influential users in the network (Morone and Makse, 2015b). The subsequent section discusses the 

drawbacks and open issues of applying the techniques to OSNs for identifying influential spreaders or users. 



Page 12 of 34 

 

Table 2. Comparison of different features used in training the learning model to identify influential users in OSNs 

Study Reference 

Propagation 

Features 

Network 

Features 

User 

Information 

Features 

 

Quality  

Features 

Topic Features Activity  

Features 

F
 1

 

F
2
 

F
3
 

F
4
 

F
5
 

F
6
 

F
7
 

F
8
 

F
9
 

F
1

0 

F
1

1 

F
1

2 

F
1

3 

F
 1

4 

F
1

5
 

 F
 1

6 

F
 1

7 

F
1

8 

F
1

9 

F
2

0 

F
2

1 

F
2

2 

F
2

3 

(Mei et al., 2015) V V ī ī ī ī ī ī V V 
 

V ī V V ī ī ī ī ī V V ī ī 

(Liu et al., 2014) V ī ī ī ī ī ī ī V V ī ī ī V ī ī ī ī ī V V ī V 

(Bigonha et al., 2012) V V V ī V V V V V V ī ī ī V V ī V ī ī V ī ī V 

(Xiao et al., 2013)  V V V V ī ī ī ī V V ī ī ī ī ī ī ī V V V ī ī ī 

(Chai et al., 2013)  V V ī ī V ī ī ī V V ī ī V V ī ī ī ī ī V V V V 

(Cossu et al., 2015) V V V V V V V V V V V V V V ī V ī V ī V ī V V 

 

 

  

 

 

F1 Number of reposts (e.g., sharing, retweets) by others F13 Number of (likes or favorites) 

F2 Number of tags (e.g., tagging or mentioning others) F14 Number of (comments or replies) 

F3 Hashtag (#) F15 Content quality 

F4 Shared URL links F16 Text feature (TF × IDF or bag or words) 

F5 In-degree F17 Polarity features (positive, negative, or neutral) 

F6 Betweenness centrality F18 Usersô topic similarity features 

F7 Closeness centrality F19 Topic distribution 

F8 Eigenvector centrality F20 Number of posts (e.g., status and tweets) 

F9 Number of friends (or followers) in the list F21 Number of othersô posts reposted 

F10 Number of followers F22 Number of othersô posts acknowledged (e.g., like or favorite 

other posts) 

F11 Account information (e.g., official, verified, and account 

age) 
F23 Number of interactions with others (e.g., number of 

comments and replies to other posts) 

F12 User description in the profile  



Page 13 of 34 

 

Degree centrality: The most connected nodes are generally considered as authority for the largest information 

dissemination, which are viewed as most influential nodes (Albert et al., 2000). Moreover, a research showed that a 

simple weighted in-degree outperforms complex measurements, such as PageRank (Tang and Yang, 2012). However, 

this fact is not always common, the degree measure alone cannot accurately reveal the influence of users, and users 

with a high degree are not necessarily considered as influential (Cha et al., 2010). A limitation of the degree centrality 

method is that hubs (i.e. the vertices with many outgoing edges) may form tightly-knit groups called ñrich-clubsò 

(Colizza et al., 2006). The strategies based on the degree method are extremely be biased toward rich-club hubs 

(Morone and Makse, 2015b). However, sensible circumstances occur when influential users are not the highly 

connected users (Kitsak et al., 2010). Furthermore, Pei et al. (2014a) reported invalidity of the degree measure for 

identifying influential users. The degree measure only reflects the quantity of a userôs adjacent neighbors. A weakly 

connected hub located in the core of the network may generate an important effect that induces information diffusion 

through a huge portion of users. 

 

Closeness centrality: The closeness centrality rates are high for individuals closer to the center of local clusters. 

Therefore, the closeness measure over-allocates influential users next to each other (Morone and Makse, 2015b). 

Moreover, closeness centrality is unsuitable for large-scale OSNs due to its high computational complexity (Chen et 

al., 2012a). 

 

Betweenness centrality: Betweenness centrality is a popular technique in the complex network analysis, particularly 

in community detection. However, the technique suffers high computational time. The best algorithm for betweenness 

centrality requires a computational time equivalent to ὕὔὓ for unweighted networks with ὔ nodes and ὓ edges 

(Brandes, 2001). Therefore, betweenness centrality is impractical for large OSNs. 

 

Katz centrality : Katz centrality is constructed based on a good mathematical assumption for analyzing a network and 

identifying important nodes. However, Katz has high computational complexity of centrality that limits its application 

to large networks (Lü et al., 2016). Moreover, Katz centrality produces inadequate ranking results in networks with a 

diverse out-degree distribution (Liao et al., 2017). 

 

Eigenvector centrality: Particularly, the eigenvector method is inefficient in scale-free networks. The method assigns 

weight to a few nodes (hub), and the remaining majority receives considerably small weights, which causes the 

inaccurate ranking of most nodes (Morone and Makse, 2015b). However, eigenvector centrality may result in 

inaccurate ranking when applied to the degree distribution for networks, such as the Internet (Barabási and Albert, 

1999), e-mail (Ebel et al., 2002), and Facebook (Catanese et al., 2012), which are scale-free networks. Therefore, the 

eigenvector centrality inaccurately ranks the abovementioned networks. 

PageRank-like algorithms: PageRank and PageRank-like measurements are network-based diffusion algorithms that 

are computed through random walks on network graphs. These algorithmôs desirability is attributed to its known 

effectiveness in ranking web pages (Ghoshal and Barabási, 2011). The shortcoming of PageRank is attributed to the 

dissemination procedure of the nodeôs score to connected nodes. Specifically, a user with a high PageRank provides 

a significantly high score to weakly connected neighbors. Moreover, the complete OSN structure is unavailable due 

to the inherent limitations of OSNs caused by API restrictions and user privacy. Therefore, the PageRank algorithm 

is unreliable in measuring OSNs. Ghoshal and Barabási (2011) have stated that the ranking results given by PageRank 

are sensitive to changes in the network topology, which makes PageRank unreliable in measuring dynamic and 

incomplete networks. Similarly, Pei et al. (2014a) show that PageRank is unreliable in identifying influential users in 

OSNs. PageRank is established on the assumption of random information diffusion in the network. Nevertheless, the 

process of information dissemination is not totally based on random walks (Goel et al., 2012). Therefore, a 

considerable divergence exists between accurate outcomes and PageRank results. From above studies, it can be 

concluded that; PageRank is sensitive to topology changes in the network, rendering it unreliable in noisy or 

incomplete networks (Ghoshal and Barabási, 2011). Consequently, PageRank is unsuitable for OSNs because most 

networks are incomplete, and the PageRank concept fails in ranking important users in growing networks (Mariani et 

al., 2015). 
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K-core (k-shell) algorithm: Pei et al. (2014a) have conducted a research with large datasets from LiveJournal, 

Twitter, and Facebook and have reported that the most influential users are located in the networksô core. The k-core 

algorithm not only calculates influential spreaders more effectively than other approaches (PageRank and degree) but 

also distinguishes influential users more precisely. 

The original k-core method is proposed to deal with unweighted networks. However, in reality, most networks are 

weighted, and networksô weight defines the important properties of underlying connections. Researchers in (Garas et 

al., 2012; Wei et al., 2015) have attempted to eliminate the limitation caused by weights in k-core algorithms and 

proposed the weighted k-core technique. The proposed link weights in the weighted k-core technique are only using 

the nodesô degree. Consequently, a node connected to high degree nodes obtains a high weight. Moreover, the 

weighted k-core technique only considers the degrees of nodes and ignores interactionsô quantity in networks. 

However, in the OSN context, the degree of nodes infrequently reflects user influence (Cha et al., 2010). Consequently, 

Al -garadi et al. (2017) have developed a k-core based method that is weighted based on usersô interaction in OSNs. 

This approach also reduces the impact of considering all links equally when the original k-core weighs the link 

between users using their amount of the interaction. 

Various numerical simulations have been recently implemented (Liu et al., 2015a) to understand the relationship 

between influential nodes identified by the k-core algorithm and the influence of identified nodes in real networks. 

The implementations spurred the realization that not all nodes with high shell numbers are highly influential (Liu et 

al., 2015a). The realization helped to improve the k-core algorithm by removing repetitive connections causing core-

like group issues (Liu et al., 2015b). 

Similarly, the k-shell ranking is not optimal to maximize the collective influence of multiple influential users (Morone 

and Makse, 2015b). Collective influence comes from interactions between influential users via the overlap of the 

spheres of influence. The overlap interactions of influential users mostly remain nonexistent within the core when 

receiving influence from the most ranked influential users (Morone and Makse, 2015b). Therefore, even when the 

best individually ranked users are located in the k-core, the collective influence is still determined by the full set of 

interactions. 

 

Machine learning algorithms: Supervised learning methods have the drawback of being dependent on training data. 

Obtaining training data (i.e., labeled samples) is difficult, expensive, and time-consuming. A robust learning approach 

for detecting influential users requires a large amount of the labeled training data to effectively learn different classes 

of models. To alleviate this drawback, semi-supervised approaches are used with only a small amount of the labeled 

data. However, obtaining efficient knowledge from small samples is mostly inaccurate (Bouguessa, 2011). Another 

drawback of the machine learning-based researches is the absence of evidence that supports the validity of 

recommended models (Räbiger and Spiliopoulou, 2015). 

The success of the machine learning models in measuring user influence depends on several factors (Domingos, 2012). 

The selection of a set of the best features with a high discriminative power between influential and non-influential 

users is a complex task. Most machine learning models focus on feature selection (Domingos, 2012). Feature selection 

algorithms can significantly aid in determining the best features to train models. However, influential users form a 

small set compared with normal users, which may imbalance class distribution in datasets. An imbalanced class 

distribution can stop machine learning models from appropriately categorizing the instances of a smaller class. 

Machine learning methods have great potential to work with complex network methods in a synergistic manner to 

achieve an effective hybrid method for identifying influential users in large networks (Zanin et al., 2016). However, 

in-depth investigation and further research are required to enhance the integration between these two approaches. 

3.3 Comparison between Influential User Algorithms 

This section compares the abovementioned algorithms with their advantages, disadvantages, and time complexity as 

bases and in accordance to state-of-the-art influential user identification algorithms as shown in Table 3. 
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Table 3. Comparison between influential user identification algorithms 

Algorithms  Advantages  Disadvantages  Time complexity  

Degree 

centrality  

 

¶ Simple and fast. ¶ Degree centrality only measures the local 
features of users. 

ὕὓ ,where, ὓ represents 
number of edges. 

Closeness 

centrality  

 

¶ Performs on the side of 

network nodes and 
results in a global 

impact. 

¶ Closeness centrality suffers high 

computational time. Therefore, closeness 
centrality is not applicable for most large 

OSNs. 

ὕὔ , where, ὔ represents 
number of nodes. 

Betweenness 

centrality  

 

¶ Reveals shortest paths 
between all node pairs. 

¶ Global measure. 

¶ Betweenness suffers high computational 
time. Therefore, betweenness is not 

applicable to most large OSNs. 

ὕὔ  and the best optimized 
betweenness algorithm require 

the computational time 

ὕὔὓ for unweighted 

networks with ὔ nodes and ὓ 

edges (Brandes, 2001). 

Katz centrality  ¶ Global measure. 

¶ It Has a well-proposed 

mathematical structure 

(Lü et al., 2016). 

¶ Obtains inadequate outcomes in networks 

with diverse out-degree distribution (Liao 

et al., 2017). 

¶ Katz centrality suffers high computational 

time. Therefore, katz centrality is not 
applicable to most large OSNs. 

ὕὔ  
 

Eigenvector 

centrality  

 

¶ Eigenvector centrality is 

simple and effective for 
a network where degree 

is biased in a manner 

that a node is important 
when linked to other 

important nodes. 

¶ This centrality may result in inaccurate 

measurement when used for OSNs, as the 
degree distribution for most OSNs, such as 

Facebook are scale-free networks 

(Catanese et al., 2012). 

ὕὔ  
 

PR algorithm 

 
¶ Simple assumptions. 

¶ Direct implementation. 

¶ Comparatively low 
computational 

complexity. 

¶ Global measure. 

¶ For random networks, the measurements 
given by PageRank are responsive to 

perturbations in network topology, 
rendering it inaccurate for incomplete or 

noisy networks (Ghoshal and Barabási, 

2011). 

¶ This algorithm is unreliable in detecting 

influential users in OSNs (Pei et al., 

2014a). 

¶ Furthermore, it is on the assumption of 

random information diffusion in a 
network. Nevertheless, in actual networks, 

information diffusion processes are not 

totally based on random walks (Goel et al., 
2012). 

ὕὔ ὓ  

K-core 

algorithms 

 

¶ Simple and fast. 

¶ Global measure. 

¶ In OSNs with 
incomplete data, the k-

core algorithm 

calculates user 
influence more 

efficiently than other 

approaches (Pei et al., 
2014a). 

¶ Designed for unweighted network. 

¶ The output of k-core has two sets of core 
nodes, namely, the true influential nodes, 

whose shell level correctly reflects their 
influence in real networks, and nodes with 

high shell levels but are not influential 

spreaders (i.e., core-like group) (Liu et al., 
2015a). 

ὕὔ  
 

Learning 

algorithms 

 

¶ Learning algorithms can 

predict influential users 
based in user 

characteristics.  

¶ Learning algorithms require sufficient 

training data. 

¶ Learning algorithms encounter difficulties 

in extracting global features to train the 
learning model; therefore, in most studies 

the learning model is trained based on 

local usersô local features. 

Learning algorithms vary 

based on the type of machine 

learning algorithms and the 
size of training data. These 

algorithms also requires 

offline efforts. 
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4 PERFORMANCE EVALUATION OF THE INFLUENTIAL USERSô 

IDENTIFICATION TECHNIQUES IN OSNS  
This section discusses the performance evaluation of the influential user identification techniques. Influence diffusion 

can be modeled in probabilistic frameworks (Cosley et al., 2010). However, the critical characteristics of OSNs 

distinguish them from small social networks. These characteristics, such as user privacy, high dynamism, and large-

scale network, create difficulty in designing evaluation model that can effectively illustrate the information spread in 

the OSN context. Most researchers that have analyzed the spread of information in a social network structure report 

that information dissemination has a complete equivalence with the diffusion of infectious diseases (Leskovec et al., 

2007a; Watts et al., 2007). Such reports have triggered the extensive implementations of disease spreading models 

such as the susceptible-infectious-susceptible (SIS) models and susceptible-infectious-recovered (SIR) for evaluating 

information diffusion (Pei et al., 2015). The aforementioned models are designed based on the simple understanding 

of human behavior, which may not be an illustrative of the actual dynamics of information dissemination; thus, it may 

provide misleading output. (Pei et al., 2015; Pei et al., 2014a). For example, studies  (Pei et al., 2015; Pei et al., 2014a) 

have demonstrated that applying SIR and SIS evaluation models in actual networks, the k-shell shows better results 

than the classical centrality measures. However, Borge-Holthoefer and Moreno (2012) have employed the rumor 

dynamics evaluation model and suggest that k-shell is ineffective because influential users were not identified 

accurately. Studies (Centola and Macy, 2007; Singh et al., 2013)have also reported that the evaluation grounded on 

the disease spread models is impractical. Moreover, diseases and information spread differently (Centola and Macy, 

2007; Singh et al., 2013). Therefore, Pei et al. (2014a) utilized the dynamics of information diffusion in actual social 

networks to remove the dependency of specific models that simulate dynamics. Another study (Ding et al., 2013).  

introduces coverage to confirm the efficacy of the proposed solution. The coverage considers link structure and time 

interval to identify the influence spreading capability of a node within a specified period (Ding et al., 2013). 

Techniques, such as Kendallôs Tau algorithm and Spearmanôs rank, are commonly employed to quantify the 

correlation between the ranking lists obtained by artificial stochastic models or the real dissemination dynamics and 

the ranking lists obtained by identification algorithms (Liu et al., 2013; Garas et al., 2012). 

Comparison metrics, such as accuracy, F-measure, precision, and area under curve (AUC) metrics, are used to compare 

the performances of algorithms using manually labeled data (Xiao et al., 2013; Chai et al., 2013; Cossu et al., 2015) 

The drawback of the validation approach is its human intelligence requirement to categorize users as influential or 

non-influential. Thus, the validation scheme is time-consuming and expensive. Furthermore, humans can only judge 

the influence of a user-based technology on the static information on user features. However, humans cannot determine 

impact based on an in-depth analysis of the userôs position in the entire network. Consequently, the validation is based 

on the local rather than the global features of user influence. 

Several studies have validated their proposed algorithms by comparing the user ranking obtained by different 

identification algorithms with the OSN characteristics (as standard), such as volume of propagated content, number 

of replies per post, and user post content volume. The algorithm is considered to be the best if the ranking list is highly 

correlated with user characteristics (Feng, 2011). The abovementioned validation approach is simple and 

straightforward. However, the majority of studies have shown that influential users do not always highly correlate 

with OSN characteristics (Cha et al., 2010; Morone and Makse, 2015b; Räbiger and Spiliopoulou, 2015; Xiao et al., 

2013). Therefore, this validation is not always applicable. Furthermore, this validation can be biased to the authorsô 

preferences in selecting user characteristics to validate the proposed algorithms.   

The abovementioned performance evaluation models include limitations. Therefore, future studies are required to 

propose a model that clearly illustrate actual information spread dynamics. 

 

5 OPTIMAL INFLUENTIAL SPREADERS  
Influence maximization is a process of identifying the set of vital influential nodes, namely ñsignificant seeds,ò in a 

social network. Significant seeds maximize the spread of the influence (Kempe et al., 2003). The influence 

maximization problem, known as NP-hard (Kempe et al., 2003), was primarily introduced in the context of a viral 

marketing (Richardson and Domingos, 2002). 
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Influence maximization has recently received considerable attention from researchers. In the influence maximization 

problem, a minimum set of influential users or seeds is searched and selected, which can be innovated to extensive 

disseminate information and effectively generate more adoptions in the entire network. Kempe et al. (2003) have 

argued that the aim of the spread of influence is monotonous and submodular. Therefore, an acquisitive approach 

provides a constant-factor approximation for the problem. However, the solution requires a long period to select 

optimal seeds. Consequently, Leskovec et al. (2007b) have proposed ñcost effective lazy forward,ò an algorithm 700 

times faster than the one proposed by Kempe et al. (2003). 

Greedy techniques have effectively addressed the influence maximization problem. However, these techniques  are 

limited by the high computational time and unsuitability to large-scale social networks (Li et al., 2015a). Chen et al. 

(2009) have applied a degree discount heuristic in their work to improve computational time. Degree discount heuristic 

reduces the degree of a newly selected seed neighbor by one. Despite their increased computational time, greedy 

methods are more reliable than heuristic-based methods to generate a minimum set of influential seeds. Li et al. 

(2015a) have introduced a conformity-aware cascade model to approximate the spread of influence in the network. 

The model leverages the interaction between influence and conformity to determine the influence probabilities of 

users using the underlying data. 

State-of-the-art research on influence maximization have implications relative to either the computational time (e.g., 

greedy approaches (Kempe et al., 2003; Leskovec et al., 2007b; Chen et al., 2009; Wang et al., 2010)), or the quality 

of the outcome (e.g., heuristic approaches (Chen et al., 2011; Jiang et al., 2011; Kim et al., 2013)). Moreover, only 

one party maximizes user influence in a specified network (Li et al., 2015b). However, in practice, one or more parties 

concurrently maximize user influence. Solving the influence maximization problem in a real network for at least two 

campaigns within the same network is among the most recent issues solved (Li et al., 2015b). 

Despite the extensive use of heuristic approaches to find influential users (Kitsak et al., 2010; Altarelli et al., 2013; 

Java et al., 2006; Nguyen and Szymanski, 2013; Weng et al., 2010; Garas et al., 2012; Wei et al., 2015), the 

identification of a minimal set of optimal nodes, called ñoptimal influential spreader,ò is an unresolved problem in 

complex networks (Morone and Makse, 2015b). To solve the inherent problem, Morone and Makse (2015b) have 

plotted  it onto optimal percolation in random networks in order to detect the minimum set of influential spreaders. 

The most influential users are considerably less than that predicted by heuristic centralities. Remarkably, a huge 

number of previously ignored weakly connected nodes have appeared among vital influential users. Nodes are 

identified as low-degree nodes according to the structural analysis of a network surrounded by the hierarchical coronas 

of hubs and exposed only through the optimal collective exchange of all influential users in the network (Morone and 

Makse, 2015b). 

6 TAXONOMY OF THE IDENTIFICATION OF INFLUENTIAL USER RESEARCH IN THE OSN CONTEXT 
Fig 1 shows the thematic taxonomy of the identification of influential users in the OSNs. Studies that identify 

influential users in the OSNs are categorized based on five characteristics, namely, identification algorithms, 

performance evaluation, type of networks, objectives, and metrics attributes. Identification influential spreaders in 

OSNs context studies are then compared using these characteristics in Table 4.   

 

6.1 Identification Algorithms 

The OSNs have created massive communication and social interaction among users. Recently, OSNs have attracted 

millions of the users. Consequently, they have become the large networks containing millions of the nodes and links. 

Several algorithms, such as the greedy algorithms, are accurate for identifying the influential users in the small 

networks. However, due to its inherent limitations, greedy algorithms are unsuitable for large networks. The 

limitations include the inefficiency due to a high computational time (Li et al., 2015a). State-of-the-art algorithms for 

identifying influential users in the OSN context include degree, closeness centrality, betweenness centrality, Katz 

centrality, eigenvector centrality, PageRank-like algorithm, k-core algorithm, machine learning algorithm, and other 

methods. The details of the algorithms are presented in Section 3.1. 
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Fig 1. Taxonomy of the identification of influential user studies in OSNs 

 

6.2 Performance evaluation 

The straightforward validation of the effectiveness of influential user identification algorithms is not possible because 

full diffusion information is unavailable in the OSNs. Technical and privacy issues arranged by users cause this data 

unavailability. Section 4 discusses the impact of different validation approaches on evaluating the effectiveness of 

influential user identification algorithms. Validation approaches are classified into the following four categories: 

1) Validation through artificial stochastic models: Artificial stochastic models include susceptible-infectious-

recovered (SIR), susceptible-infectious-susceptible (SIS) (Pei et al., 2015), rumor dynamics (Borge-Holthoefer and 

Moreno, 2012), linear threshold, and independent cascade models (AlFalahi et al., 2014). 

2) Validation through real spread dynamics: This validation approach tracks actual information diffusion to obtain 

the ranking list based on the real spread dynamics of information. The ranking list acquired by different identification 

algorithms is compared  with the list of the real spread dynamic of information using evaluation metrics like 

imprecision function and recognition rate to verify the effectiveness of an identification method with ranking list 

obtained from the real spread dynamic of information model  (Pei et al., 2014a; Ding et al., 2013; Al -garadi et al., 

2017). 

3) Validation by manual annotations: The results from the different ranking lists obtained by various identification 

algorithms are compared with the manual annotation ranking lists. The measures, such as accuracy, F-measure, 
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precision, and AUC metrics are applied to compare the performances of the algorithms with manually labeled data 

(Xiao et al., 2013; Chai et al., 2013; Cossu et al., 2015). 

4) Validation by direct comparison: The user rankings obtained by different identification algorithms are compared 

with the OSN characteristics, such as in-degree number, volume of propagated content, number of replies per post, 

and volume of content posted by users. The algorithm is considered the best if the ranking list it generated is highly 

correlated with user characteristics (Feng, 2011). 

 

6.3 Network Types 

The explicit and implicit OSN connections induce connection diversity. The different network connections created 

within OSNs describe various relational connections among users. For example, social networks characterize the 

social associations among users, such as following relationships in Twitter or friendships in Facebook. Moreover, 

propagation networks describe the diffusion networks among users, such as retweet or shared networks in Twitter or 

Facebook, respectively. Therefore, the application of an identification algorithm on different OSNs provides different 

user rankings according to the type of constructed network. The most common network types with modern features 

are social, propagation, engagement, and reply networks. 

Social networks in OSNs describe the social connections among users. For example, on Facebook, if User A is a 

friend of User B, then a social connection exists between them. A similar kind of connection also applies to Twitter. 

Propagation networks characterize how information propagates from one user to another. For example, if User A 

shares or retweets User Bôs post, then the post is propagated from Users B to A, thereby creating a propagating or 

diffusing connection. 

Interaction networks describe the ability of a user to involve others in a conversation. An interaction network is 

constructed if User A tags or mentions User B, thereby creating an engaging connection from Users A to B. An 

interaction network can also be constructed if User A replies to User Bôs post. 

 

6.4 Objectives 

The OSN can be used as a platform for sharing positive or negative social activities. The identification of influential 

users aims to both accelerate and hinder the propagation of information. 

 

(1) Accelerating the spread of information in OSNs: Identifying and targeting influential users is significant to enhance 

the spread of specific information within OSNs. This objective has several applications, such as viral marketing 

(Richardson and Domingos, 2002; Subramani and Rajagopalan, 2003). 

 

(2) Hindering the spread of information in OSNs: Blocking the spread of unwanted contents, such as rumors, viruses, 

and spams, to influential users is one of the strategies to restrain the spread of unwanted content (Gao et al., 2011a; 

Cobb, 2017). 

 

6.5 Metric Attributes  

The metrics extracted for OSNs are important parameters for the identification of influential user techniques. The 

different metrics used in algorithms generate varied ranking results (Cha et al., 2010). Therefore, understanding the 

correlation of the metrics with influential users is important. We have classified the metrics extracted from OSNs into 

network- and content-based metrics. 

Network based metrics deal with how users are connected with one another and describe the interaction network 

among network users. These metrics are related to the network structure. For example, the in-degree metric indicates 

the audience magnitude of a user. Propagation metric describes how information propagates through OSN networks 

and exhibits the ability of an OSN user to produce and propagate content throughout the network. Engagement metric 

shows the ability of a user to involve other users in a discussion within the network. For example, the in-degree metrics 

in Facebook and Twitter are the friend and follower count, respectively. The propagation metrics in Facebook and 

Twitter are measured through the sharing and retweeting processes, respectively. Engagement metrics are expressed 

in Facebook and Twitter by tagging and by mentioning other users, respectively. Furthermore, the output of applying 

the algorithm on OSNs, such as degree centrality, k-core, and PageRank, can be used as a network metric input to 
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another identification algorithm such as machine learning algorithms (Cossu et al., 2015; Bigonha et al., 2012; Chai 

et al.). 

 

Content-based metrics deal with the quality of user posts. Content-based metrics focus on the content features that 

make a post viral. Identifying influential users in OSNs based only on the structural analysis of the user social networks 

is weak because the relational connections among users do not necessarily convey a strong indication of influence 

(Weng et al., 2010). However, considering content similarity among users improves the ranking of an influential user. 

Content metrics, such as content similarity among users and content quality of a post, are combined with network-

based metrics to enhance the identification of influential users (Chen et al., 2012b). 

7 APPLICATIONS OF INFLUENTIAL SPREADER IDENTIFICATION IN OSNS  
The diffusion of information is a pervasive process referring to a wide range of phenomena, from the acceptance of 

innovation and ideas (Valente, 1995) to the success of marketing strategies (Watts et al., 2007), political movements 

(González-Bailón et al., 2011), and spread of news (Lerman and Ghosh, 2010) and viruses. The analysis of influence 

patterns is essential in understanding the rapid adoption of specific trends. Moreover, the knowledge about the spread 

of certain rumors or negative behaviors in OSNs is beneficial for designing effective methods for controlling such 

adverse practices. Thus, influential user identification holds practical importance, and it has recently attracted the 

attention of researchers (Pei et al., 2014a; Kitsak et al., 2010). The applications aim to maximize the spread of the 

products (Weinberg, 2009), scientific messages (Letierce et al., 2010), political movements and recruitment 

(González-Bailón et al., 2011), and news (Hu et al., 2012). The identification of influential users in information 

propagation is significant for planning strategies for accelerating information spread. However, OSN platforms also 

allow the spread of spams, viruses, rumors, negative behaviors, gossips, and other kinds of disinformation to users 

(Wen et al., 2014). The challenging task is to control the propagation of unwanted contents. Therefore, three types of 

strategies can be used to restrain unwanted contents in OSNs. The strategies include blocking unwanted contents at 

influential nodes (Pastor-Satorras and Vespignani, 2002; Zou et al., 2007; Yan et al., 2011) (Nepusz and Vicsek, 2012; 

Comin and da Fontoura Costa, 2011; Liu et al., 2011), creating awareness and spreading truth (Budak et al., 2011; 

Gao et al., 2011b), and implementing an optimal approach to restrain disinformation that could integrate the first two 

approaches (Wen et al., 2014). 

Influential communicators can be used in numerous real-life applications because new applications are constantly 

introduced. Consequently, this review considers several well-known applications as shown in Fig 2. However, the 

applications of influential users are not limited to these practices and can be applied to many other applications. 

 

7.1 Viral Marketing  

Influence dissemination patterns are useful in understanding the specific reasons behind the rapid adoption of certain 

innovations. Patterns help marketers and advertisers implement effective campaigns. Viral marketing depends on the 

assumption that the purchasing decisions of a user are heavily influenced by the suggestions and recommendations of 

friends in social networks (Wu et al., 2004; Richardson and Domingos, 2002; Domingos, 2005; Leskovec et al., 

2007a). However, some usersô opinions carry more weight in influencing a large part of a population than others. The 

viral marketing in OSNs aims to increase sales by the rapid spread of marketing information at low costs. This 

objective can be achieved by precisely identifying the most influential spreaders in OSNs (Zhu, 2013; Ho and 

Dempsey, 2010). However, given a large number of OSN users, identifying the best minimum set of influential users 

is beneficial, particularly for companies with a limited budget. 
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Table 4. Comparison of the identification of influential spreader studies in the OSN context 
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7.2 Political Movements 

Politicians in modern democracies worldwide have eagerly adopted OSN platforms to engage with users, specifically 

during election campaigns (Stieglitz and Dang-Xuan, 2013; Hong and Nadler, 2011). Social media automates the 

social signals used to encourage widespread behavior (Aral, 2012). Bond et al. (2012) have analyzed whether political 

behavior could disseminate over an OSN by posting a post that encourages users to vote. Results have shown that the 

statement influenced the actual voting behavior of millions of people. Moreover, the posts have affected not only the 

receiving users but also their network of friends. The consequence of social propagation in actual voting is larger than 

the direct effect of the posts themselves. 

 

 
Fig 2. Taxonomy of influential user identification applications in the OSN context 

7.3 News Spreading 

The OSNs have become significant channels for broadcasting and collecting news (Kwak et al., 2010). Cha et al. 

(2012) have discussed how a news item is announced and disseminated on OSNs. Influential news broadcasters are 

grouped in three, namely, individuals associated with the media, grassroots or ordinary users, and celebrities (Cha et 

al., 2012). Official media sources reach the majority of OSN (Twitter) users and spread most headlines daily. Opinion 

leaders and celebrities can reach users distant from the core of the network. 

7.4 Health Applications 

Online social media platforms have also become substantial sources of health data. The OSN website users discuss 

numerous common interest topics, including health issues. For instance, Twitter is used by patients and doctors to 

share their personal feelings and experiences (Zhao et al., 2014a). Furthermore, OSNs comprise several health 

communities that aim to address the concerns of patients or users regarding various diseases. Zhao et al. (2014a) have 

found that influential users in health-related OSNs for cancer survivors provide social support for dealing with the 

disease and ameliorating the quality of life, which usually involves. Studies (Abbas et al.; Zhao et al., 2014b; Khan et 
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al., 2016b) have tried to determine the most influential users and experts in online health social networks. The studies 

are significant in terms of proposing measures for creating an active, supportive, and sustainable online health 

community. Khan et al. (2016b) have suggested that separating the bloggers from health community expert is 

necessary for influential expert identification in online social networks. The identification of influential users in an 

online social health community provides an opportunity to appreciate and support the contributions to the health 

community and to spread health awareness (Zhao et al., 2014b).  

7.5 Spread of Opinions 

Posts from influential users with influential friends would be extremely acknowledged and expanded by their 

followers and may rapidly spread in the network through information dissemination (Aral and Walker, 2012). Opinion 

formation is the result of information dissemination among OSN users through the communication and discussion of 

opinions, views, and beliefs about specific topics. Therefore, users are influenced by individual influential users or a 

group of influential users that present and create a public opinion (Zhang et al., 2016; Watts and Dodds, 2007). 

Influential users gradually used in OSNs to express views on social issues, breaking news, social events, and political 

views (Zhang et al., 2016). 

7.6 Brand Analysis 

The active, abundant, and real-time interaction facilitated by OSNs considerably innovates the concept of brand 

management. This change can be considered significant because of its substantial effect on the performance of specific 

brands (Gensler et al., 2013). 

Identifying influential users who post about specific brands along with competing brands has become a significant 

approach to advertising promotions. The posts of influential users in the entire network and about specific topics (e.g., 

technology) can provide companies with feedback on their brands and can also aid establish brand popularity due to 

the dynamic and standard spread of information from top (influential users) to regular users (Zhang et al., 2016). 

Influential users can also support brands by extensively promoting the positive features of a brand. For example, study 

by Francalanci and Hussain. (2015) shows that influential users can be used by tourism agencies to identify popular 

tourist destinations, which can effectively identify the next destinations for their advertising campaigns (Francalanci 

and Hussain, 2015). 

7.7 Innovation Dissemination 

An increasing number of social system processes are strongly influenced by a large number of individual links in a 

social network (Goldenberg et al., 2009). Similarly, products, ideas, or innovation implementation can be disseminated 

progressively through OSNs. The implementation of an innovation by users increases proportionally when their 

friends implement it within OSNs (Kreindler and Young, 2014; Zhang et al., 2016). Encouraging the acceptance of a 

specific innovation has become an important research area because technological innovations have become an 

essential part of usersô lifestyle (Kulviwat et al., 2009). Kulviwat et al. (2009) have reported that social influence 

positively affects user intention to implement an innovation (Kulviwat et al., 2009). Influential users may have 

significant traits, such as convincing experts, and have numerous social links; and they are also first to adopt 

innovations due to their numerous social connections (Goldenberg et al., 2009). Consequently, identifying influential 

users can benefit the establishment of an innovationôs diffusion process. 

7.8 Corporate Communication 

OSN users have an accumulative influence on the business reputation of organizations. Influential users in OSNs can 

spread positive or negative posts or opinions on services or products to other OSN users. This process can significantly 

affect the reputation of an organization because a post within an OSN can spread to numerous users. Organizations 

should recognize influential users with significant social networking impact in order to respond effectively and 

efficiently to negative publicity or client attacks (Vollenbroek et al., 2014). Furthermore, influential users can provide 

an effective communication strategy, which can positively promote products or services (Jothi et al., 2011). 

7.9 Spread of Natural Disaster Situation Awareness 
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OSN platforms are abundant and real-time information sources relative to real-world events, especially during mass 

crises. Valuable information from OSNs can provide significant insights into time-critical situations for the effective 

and timely analysis of the hazards of current emergencies and activities (Yin et al., 2012). OSNs have been involved 

in disasters, such as the earthquakes in Japan (Sakaki et al., 2010) and Haiti (Yates and Paquette, 2011). OSNs 

ultimately serves as an advantageous knowledge management platform in responding to natural disasters (Dufty, 

2012). Individuals can use OSN sites during or after emergencies to communicate internationally. Numerous crisis 

management scholars have recommended the utilization of OSNs to support the construction of a flexible community 

from disasters (Dufty, 2012; Gao et al., 2011c). Influential users can play important roles in supportively transmitting 

and spreading awareness to affected communities through OSN platforms because of their numerous links that largely 

accelerate the spread of information. 

7.9 Rumor Restraint 

Rumors cause significant social damage. Rumors have received considerable research attention in the literature on 

OSNs, in which recent studies have demonstrated their rapid spread in the OSN context (Doerr et al., 2012). The 

majority of studies have analyzed the spread of rumors based on the network structure and the mechanism involved 

in the peopleôs belief in rumors (Liu and Chen, 2011; Cheng et al., 2013). The approaches employed to reduce the 

spread of rumors in OSNs include hindering rumors at the maximum number of users (Cheng et al., 2013), clarifying 

rumors by spreading truth (Budak et al., 2011), and integrating the first two approaches (Wen et al., 2014). 

7.10 Negative Behavior Restraint 

Furthermore, OSN platforms affect the spread of negative behaviors, such as suicide-related behaviors (Luxton et al., 

2012). The spread of the tweets ñwant to dieò and ñwant to commit suicideò is significantly related to suicidal intent 

and behavior (Sueki, 2015). Furthermore, the spread of negative behaviors (i.e., cyber bullying) in OSNs recently 

intensified (Mishna et al., 2010). Therefore, increased attention is vital to comprehend and decrease cyber bullying 

within the online community. 

7.11 Malware Restraint 

Malwares (e.g., viruses, Trojans, worms, and backdoor software) disrupt computers and steal usersô private 

information. Malwares can be transferred by the features of information propagation in OSNs (Zhu et al., 2014). In 

particular, once an OSN user uploads and spreads malware to all of his/her friends within the OSN, most users 

including their friendsô friends are infected by malware. The process extensively propagates malwares within OSNs. 

Researchers are currently exploring malware propagation and immunization strategies in the OSNs. (Gao et al., 2011a; 

Strogatz, 2001). Two major issues are generally concerned with malware propagation, namely, how to accurately 

model the malware propagation process in complex networks and how to restrain malware propagation efficiently. 

The identification of influential users is useful for proposing immunization strategies based on network user influence. 

The strategy selects influential users in the entire network, and immunization is subsequently applied to the selected 

users to achieve the maximal effect of malware containment at minimal costs (Yang et al., 2015). Moreover, user 

influence measurements are also employed to discriminate normal users from spammers in OSNs (Chen et al., 2013). 

 

8 OPEN ISSUES AND FUTURE DIRECTIONS  
This section discusses open research issues that can be regarded as future research directions. We propose a taxonomy 

of the issues in the state-of-the-art, influential user identification strategies in Fig 3. Fig 3 categorizes the different 

issues of influential user identification in the OSN context into: (1) network-related issues, (2) efficiency of 

identification algorithm-related issues, (3) validation-related issues, (4) understanding the role of influential users in 

OSNs, and (5) user privacy-related issues. 

 

8.1 Network-related Issues 
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Network-related issues are concern on the structure of OSNs. This section discusses issues related to data collection, 

user connections, and nature of OSNs. Network-related issues are further categorized into three issues: (1) network 

data availability-, (2) connection diversity-, and (3) network evolution-related issues. 

 

 
Fig 3. Taxonomy of the identification of influential spreader issues in the OSN context 

8.1.1 Network data availability 

Previous studies have mostly analyzed OSN graphs by solely using partial network data. Data acquisition from the 

entire network is difficult (Chau et al., 2007) and the ranking algorithms results can be effected using such partial 

networks (Khan et al., 2016a). Most OSNs allow users to customize their profiles, privacy settings, and pages with 

the high flexibility. Therefore, developing crawlers that can efficiently handle dynamic complex networks is also 

difficult (Ye et al., 2010). Previous studies have failed to explain how the unavailability of the complete network data 

affected observations and results (Ye et al., 2010). 

We have categorized four issues for the effectiveness of the data-collecting crawlers in OSNs as follows: (1) crawler 

efficiency that can be measured by how rapidly the node and links are visited; (2) bias of several crawling algorithms 

(i.e., breadth-first-search crawling algorithms) toward large-scale networks(Gjoka et al., 2010); (3) influence of black 

holes on the crawling process (Ye et al., 2010); (4) distinct properties of OSNs despite their provision of similar 

services. The crawler that should be developed for future studies must consider these four issues. 

8.1.2 Connection Diversity 

As discussed in Section 2.4.2, explicit and implicit OSN connections induce connection diversity. Furthermore, 

relationship strength is one of the most important factors affecting information dissemination and consequently, 

influence level (Bakshy et al., 2012). Relationship strength widely diverges, ranging from strong (i.e., best friend) to 

weak ties (i.e., acquaintances) (Gilbert and Karahalios, 2009). However, the lack of knowledge on the link strength 

among users in OSNs can result in networks with diverse link strengths (e.g., best friends and acquaintances are mixed) 

(Xiang et al., 2010). Therefore, the binary relationship (a relationship that describes a relationship that exists without 

considering strength) will generate a dubious relationship in information representation, which results in deceptive 

identification results. Several studies have examined the relationship strength models and the connection diversity for 

information diffusion in OSNs (Xiang et al., 2010; Romero et al., 2011; Gilbert and Karahalios, 2009; Bakshy et al., 

2012). However, the manner in which strength and connection diversity affect user influence measurement still 

requires further investigation. 

In network theory, the nodes are linked by a single type of static link that describes the relationship between the nodes. 

However, a single edge is hypothesized to simplify network complexity in many circumstances. Ignoring the reality 

of multiple relationships among users or combining multiple different connections to a single weighted network 

changes the topological and dynamic properties of the entire system (Gomez et al., 2013; De Domenico et al., 2015; 

Al -Garadi et al., 2016). Moreover, the importance of nodes also changes with respect to the entire structure (Halu et 

al., 2013; Battiston et al., 2014). Consequently, the hypothesis may induce an incorrect identification of the most 

important nodes (De Domenico et al., 2015). Therefore, future studies should consider the multiple relationships 

among users for accurate identification. 

8.1.3 Network Evolution 

Network anatomy is important in network analysis. Network structure affects the functionalities of user identification 

techniques (Strogatz, 2001). However, one of the most inherent difficulties in understanding network structure is 

network evolution. OSNs are dynamic and evolving. OSN users tend to build an online communication network based 

on several factors, such as mutual acquaintances, proximity, and common interests (Garg et al., 2009). The analysis 
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of the aforementioned factors in an evolving OSN demonstrated that preferential attachment can capture network 

evolution, and the effects of the factors varied based on the node age (i.e., user account age) (Garg et al., 2009). 

Investigating network evolution helps to predict the spread of information in advance. (Chen et al., 2014). However, 

how OSNs evolve, what factors are responsible for this evolution, and how they can affect the userôs influence 

measurement should be understood comprehensively. 

8.2 Effectiveness of Identification Algorithm-Related Issues 

The effectiveness of an applied algorithm is critical for the success of an algorithmôs applicability in real-world 

networks (Saito et al., 2012). As deliberated in previous sections, existing studies have aimed to identify and targeted 

influential users who suffered from either computational time (e.g., greedy approaches (Kempe et al., 2003; Leskovec 

et al., 2007b; Chen et al., 2009; Wang et al., 2010)) or result quality (e.g., heuristic approaches (Chen et al., 2011; 

Jiang et al., 2011; Kim et al., 2013)). Therefore, measurement algorithms should be selected based on application 

requirements. For example, a heuristic algorithm is more suitable than a greedy algorithm if the application requires 

a rapid real-time identification of influential users. Numerous studies have faced a number of issues related to the 

efficiency of the measures used in influential user identification techniques. Starting with the processing of a large 

amount of unstructured and incomplete network data subsequently, requires efficient algorithms. Furthermore, 

previous studies have utilized incomplete network data; thus, number of efficiency issues have emerged, which proved 

that the efficiency of their approaches would be difficult for researchers (Howison and Wiggins, 2011). Moreover, 

given the various characteristics of OSNs and the data collection limitations, a different source of bias exists in the 

identification of influential users, such as selection bias and bias through homophily or assortativity in networks (Aral 

and Walker, 2012). Therefore, the algorithms from social network analysis or traditional web pages must be optimized 

to be accurately applied to the OSN context (Mislove et al., 2007). Consequently, an additional investigation is 

required to overcome the abovementioned issues and accomplish an enhanced perception of the research subject. 

8.3 Validation-related Issues 

Most influential user identification algorithms have been validated through information spread models and not by 

analyzing the dynamics of real information spread. The models, such as SIR (Kitsak et al., 2010), (Pei and Makse, 

2013), SIS (Hethcote, 2000), rumor spreading models (Borge-Holthoefer and Moreno, 2012), and random walks for 

PageRank (Katsimpras et al., 2015) simulated information dissemination. The aforementioned models fails to generate 

an accurate diffusion pattern (Pei et al., 2015; Pei et al., 2014a). Studies (Centola and Macy, 2007; Singh et al., 2013) 

have tracked the actual dissemination processes and demonstrated that the spreads of diseases and information 

differed. A recent research (Pei et al., 2015) has reported three possible factors affecting the actual contagion of 

information, namely, human behavior (Muchnik et al., 2013; Iribarren and Moro, 2009), homophily (Aral et al., 2013), 

and social reinforcement (Iribarren and Moro, 2009). Subsequently, examining human behaviors related to 

information diffusion in OSNs is vital for many applications. Further investigation is required to enhance the 

understanding on how the abovementioned factors can affect the information diffusion results in OSNs. 

8.4 Understanding the Role of Influential Users in OSNs 

Understanding the role of OSN influential users is important for an efficient identification method. The majority of 

the studies have assumed that targeting the most influential user is a key factor in accelerating the dissemination of 

information and slowing down the spread of disinformation. Influential users are commonly characterized by the 

presence of strong connections. However, low-degree users with a significant broker role in the network can act as 

information disseminators (Morone and Makse, 2015b). Moreover, the spread of influence is derived not by influential 

users but by a large number of easily influenced individuals (Watts and Dodds, 2007). The claim that a critical mass 

of influential users drives information dissemination creates an open issue on how to accurately and efficiently 

measure information dissemination in OSNs (Lawyer, 2015). Therefore, further investigation is required to understand 

the role of each user in a network, individual user characteristics, and the interplay between weakly connected and 

influential users in OSNs. 

8.5 User Privacy-Related Issues 
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A privacy issue arises when a user account in an OSN is set as private. If the profile is customized as private, then 

extracting information from accounts becomes impossible unless the account holder grants permission. The visibility 

of a user profile is necessary and important in OSNs to introduce users to a new set of users. However, changing 

privacy setting to public may cause attacks, such as identity slander and spamming (Hogben, 2007). Private users act 

as black holes for crawlers (Ye et al., 2010), thereby creating incomplete network data that yields misleading results 

in identifying influential users. Moreover, analyzing the personal data of users may yield extremely personal 

information. Hence, analyzing data while preserving privacy is challenging. 

 

9 CONCLUSION 
The OSN popularity has provided a unique opportunity for studying and understanding the social interaction and 

communication among its users. We investigated the state-of-the-art influential user identification algorithms in 

OSNs. The current validation approaches employed for evaluating the performances of different influential usersô 

identification algorithms are also reviewed. Furthermore, we presented taxonomy of an influential user identification 

in this paper and highlighted numerous research issues involved in the influential user identification in OSNs. Future 

directions in the field may evolve in search for solutions to address the issues indicated in this study. 
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