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Online social networks (OSNSs) are structures that help tsérneract, exchange, and propagate new ideas. The identification of
theinfluential users in OSNs is a significant processeftiteracceleratinghe propagatiorof information thaincludesmarketing

applications or hindering the dissemination of unwanted contamtd as viruses, negative online behaviors, and rumors. The
present paper presents a detailed survey of infl uenchdagsal user :
in OSNs. The survey covers recent techniques, applications, and open research ismadgsisnofonline social network

connectiondor identification ofinfluentialusers
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1 INTRODUCTION

Online social networks (OSNs) are dynamic social interaction platforms for billions of users worldwide. Information
and ideas are rapidly disseminated among these users through online social interactions. The online interactions among
OSN users generate tauge volume of data that provides the opportunity to study human behavioral patterns
(Ratkiewicz et al., 2001 An in-depth investigation o©SNsis important to enhance éhunderstanding of the
relationships among people and to help address several issues on society and sociality.

The literature on information dissemination has shown that only a few influential people have observable
gualifications that shape the opinionedfirge populatio(Katz and Lazarsfeld, 19%5T he identification of influential

users holds tremendous practical importance, and it has recently attracted considerable (@& ratoal., 2014a

Kitsak et al., 201 Targeting influential users is vital for designing techniques for edtbezlerating the propagation

of information in marketing application{fichardson and Domingos, 2Q0&ubramani and Rajagopalan, 2D@8
hindering the dissemination of unwanted contents (e.g., viruses, online negative behaviors, andZhawet)al.,

2011 Kwon et al., 2013Fire et al., 201% Moreover, the analysis of influence patteisisignificant to comprehend

the rapid adoption of specific trends. Influence patterns are beneficial for advertisers to implement highly effective
campaigns.

Numerous recent studies have been published on the identification of influential users ineteciets. The search

for the best set of influential users is a mdogly problem that depends on the topological interactions among users
(Altarelli et al., 2013 Altarelli et al., 2014 Morone and Makse, 201hhnfluential users are generally identified by

their ranking relative to topological measures. Therefore, an effective topological rereast! algorithm is
fundamental in identifying influential users in OSNs. However, the comparison of published techniques is challenging
due to the unavailability afnoughsocial networldatafor most OSNgPei et al., 2014a Moreover, the consensus

on the best influential users identification algorithm is also lacking in literé®aieet al., 2014a
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1.1 Social Network Analysis

A social network is generally assumed to be viewed as graphs, where vertices denote users and edges represent
relationships among users. The importance of a user in a networle cahchlated by using metrics imported from

graph theory{Mislove et al., 2007Jiang et al., 201, Barabasi and Albert, 1998reeman, 197 Faust, 199Y. These

metrics rely on network topologizor example degree centrality pertains to the quantity of edges linked to a vertex.
This centrality is often interpreted as a nodebds i mme
information that flows through a network for marketing t&gées(Mislove et al., 2007Jiang et al., 203, Barabasi

and Albert, 19998

Social network inflence pertains to the ability of a user to change the feelings, attitudes, or behaviors of other users
in a network(Easley and Kleinberg, 201.0The network connection among users helps them spread influence. The
strength of the link between the two nodes of a network relies on the overlap of their neighb(Braadsetter,

1973. Influential individuals tend to be significantly contest with a larger number of groups compared with normal
individuals. However in OSNs this condition may not be always applicable to identify influential Gberetal.,

2010.

The identification of influential users within social networks has a wide range of applications, from blocking the
spread of virus and disease to maximizing the diffusion of ads and marketing canfSaigg®t al., 20Q650ong et

al., 2007h. Several studies have assumed that in a re@lstetwork, influential users are the most important nodes

for spreading influencéGoyal et al., 201,050ng et al., 2007&ong et al., 200jbHowever Watts and Dodds (2007)
arguethat instead of influential users, the critical mass of easily influensexdis the main cause @st information

diffusion in the OSN. Therefore, the measurement of influereel influential users is of significant concern from

both analysis and design perspectives.

This survey intensively analyzes cutting edge influential user identification techimg@&Ns. The survey focuses

on investigatingvalidation approaches to euate the performances of different influential uselentification
techniques. Recent studies on the influence maximization in OSNs are also discussed. Furthermore, taxonomy of
influential spreader identification algorithimsOSNs is devised for classifiton. The commonalities and deviations

in such studies are simultaneously examined based on identifiedgiomithms, metrics used, types of network, and
evaluation modelslhe paper concludes by identifying the major issues related to the identifichitddlnential users

in OSNs. The taxonomy of these issues is devised accordimgiwmrkrelated issues, efficiency of identification
algorithmrelated issues, validatierelated issues, understanding of the role of influential users in@laid issas,

and user privacyelated issuesThese issues are presented as future directions to guide researchers in identifying ideas
for further investigations.

The introduction is presented in Section 1, and Section 2 discusses existing surveys. Sectidres thesiorfluential

user identification algorithms in OSNs. In Section 4, the performance evaluations of different influential user
identification algorithms are presented. Section 5 reviews the influence maximization in OSNs. Section 6 devises the
taxonany of the identification of influential spreader studies in OSNs. Section 7 presents the applications of influential
spreader identification in the OSNs context and related opportunities. Section 8 discusses the identified major open
research issues reldtéo the identification of influential users in OSNs. Section 9 concludes the paper.

2 RELATED SURVEYS

Studies on the identification of influential users in the OSN context have been increasing; however, relatively few
surveys have been conducted in this specific area. The related published surveys can be categorized in two:
information diffusion in OSNgGuille et al., 201Band user influenceneasurementProbst et al., 201 Riquelme

and Gonzkez-Cantergiani, 2016

Guille et al. (2013)havefocuse on information diffusion in OSNs and its properti®&oreover, the authors have
studied the approaches to identify important topics in OSNs using information diffusion propertidscussethe
techniques used tmodel information diffusion.Probst et al. (2013have focused m exploring the different
characteristics of influential useigatare used to measure user influerRiguelme and Gonzale2antergiani (2016)
haveconducted a survey on user influence measurement on Twitter, sumaharize how activity, popularity, and

user influence are measured on Twitter. However, our work covectatbsfication of statef-the-artidentification
influential user algorithms in OSNsd a devisal of a thematic taxonomy. Furthermore, this paper investigates current
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validation approaches fagvaluating the performances of different influential uskentification algorithms and

current studies on influence maximization in OSNs. The survey includes various applications and identifies major
open research issues.

This review is conducted based on the studies obtained from Web of Science, Scopus datab&sexyle Scholar
using keywords related to its scope, t hat i s, At he i deé
keywords (queries) is related to spreaders, such as influential users, influential spreadespresagders, and
influential nodes. The second part of the keywords is related to OSN websites, such as social media, online social
network, OSNs, Twitter, Sina Weibo, YouTube, and LinkedTihe criteria used to include studies in thisvey is

as follows English articlesand articles published between 2004 and 2017 that primarily introduce algorithms or
methods for the identification of influential users in the context of OSNs. This rexiegwdes studies based on the
exclusion criteria as followsStudies not mainly iended to use OSN networks or studies not mainly designed to
identify influential users (spreaderd)loreover, anchor papers of complex networks are considered to support or
contradict the reviewed papers although they are not directly applied to OSNs.

3 IDENTIFICATION OF INFLUENTIAL USERS IN OSNS

Influential usersvereinitially identified as users with numerous friends or followétewever, the concept recently

evolved, and researchers began to use several factors related to network structure and user content along with number
of friends in order to identify influential usefslorone and Makse, 2015Rabiger and Spiliopoulou, 20;1Xiao et

al., 2013. Moreover, the characteristics of OSNs differ from that of traditional social networks. Considering the
abovementioned aspects, the next section explores in detail the most prominent techniques used to identify influential
spreaders in the OSN demxt. The drawbacks of each approach are also outlined. In this section, the following two
guestions are addressed:

1. What are the different statd-the-art techniques widely used to identify influential users in OSNs?

2. What are the weaknesses anddssaf the statef-the-art influential user identification techniques in OSNs?

3.1 Influential User Identification Algorithms in OSNs

User influence is measured based on various factors and by using various techniques. This section investigates state
of-the-art approaches on the influence measurement and detection of influential users in the OSN context. The
classification of these identification methods is based on their working prin¢ijgeset al., 2017Lu et al., 2015

3.1.1Local Measures Local measurg including degreearebasedon local metrics such as the number of links for
computing influential users in networks. Local measure is calculated through the direct neighborhood of a given user.
Local measure such a@egree centralitypertains to the quantity of links connecting alepwherein a higdegree

node is assumed as the authority for the largest information dissemi@atient et al., 200pPastofSatorras and
Vespignani, 2001 A network can be either directed or undirecteddégree centrality pertains to the number of

edges that connect to the node, whereaslegtee centrality denotes the number of edges that originate from the
node. In directed networks,-thegree centrality usually refers to the popularity of a user, wheredsgrge centrality

typically indicates the sociality of a ugdislove et al., 2007Jiang et al., 2013

In the OSN context, degree counts refer to the size of the audience for users, the number of social relationships, or the
amount of interactions. Several studies have used the degree measure to identify the most influential users in OSNs
(Cha et al., 201,Kim and Han, 2009Romero et al., 201 Bakshy et al., 20)1 However, the degree measure alone
cannot accurately reveal the influence of users, and users with aldhgbe are not necessarily considered as
influential (Cha et al., 2010

3.1.2Short PathBased MeasuresShort patibased measures consider all the shopasts that go through a user
in a network to calculate the userds influence and i mp«

Closeness, Betweenness, and Katz algorithms are discussed in following subsections.

Closeness centrality In a social network, Closeness centrality calculates the closeness of a node to all remaining
nodes in the graph. Closeness is calculated using the distance of the average shortest path from a node to all remaining
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nodes in the graph. To any user, the clesercentrality value is reciprocal to the average geodesic distance to all
other user¢Bavelas, 1950Freeman, 1979

Betweeness centralityBetweennessentrality of a user can be calculated by the counts of the shortest paths that pass
through that usefThe ketweenness centrality has been used for identifying important users in OSNs. For example,
Catanese et al. (201Baveappled betweennessentrality to data graphs from Facebook in order to identify the central
nodes of the network.

Katz Algorithm: Katz centrality(Katz, 1953 calculates influence of users (nodes) by taking into consideration all

network paths. TheKat centr al ityd6s influence on the node is det et
node. Katz centrality differs from Closeness centrality in which only the short path lengths are considered among the
nodes; Katz centrality considers all netwdirkks (LU et al., 2015 The main difference of Katz centrality from

Closeness centrality is that the formerigiss a certain minimum score to every user in a netiddo et al., 201).

Katz centrality is built with a good mathematical assumption for analyzing networks and identfgorgant nodes.

However, Katz centrality has high computational complexity, which limits its application in large nethibedsal.,

2016.

3.1.3Iterative CalculationBasedMeasures.Iterative calculatiorbased measures do not only consider the direct

links among usersutalsotheaccountdor all network links to calculate user influence. In Iterataéulationbased

measures, each network user contributes its ranking value to its connected users and obtains new updated scores from
connected users in each iteration round. This process is iterated until each user reaches a steady state. Commonly
usediterative calculatiorbased measures in OSNs, such as Eigenvector centrality and Pad¢jk®aldorithms, are

discussed in the following subsections.

Eigenvector centrality: In Eigenvector centralitynot only the number ofinks (connected users) butsalthe

influence score of connected users is used to calculate user influence. Consequently, in Eigenvector centrality, users
receive high scores if they are connected to important users (users with high influence scores). User influence is
proportional tahe sum of the influence score of the users to which it is conn@deacich, 200). Previous studies

have used Eigenvector centrality to identify influential users in a gitdph2007 Duda et al., 201,2Borgatti and

Everett, 200h

PageRanklike algorithms: PageRank is a famous Google algorittimranking web pagestroduced byBrin and

Page (2012)PageRank is a global ranking of web pages, irrespective of content and constructed solely on the
connectecedges on a web graph. The algorithm iteratively calculates the value of a node and depends on the main
metrics and connected link counts, as well as the PageRank score of all connected links. The PageRank algorithm is
used in various applications such agling an important node in a graph. The algorithm is characterized by simple
assumptions, direct implementation, and comparatively low time compl@kigreforemany studies are motivated

to apply PageRank to recognize critical influential users in nomsepractical situations. The PageRank algorithm is
expressed as follows:

0'Yo p QI Q 0 YO 70 0 )

whereN is the count of users in the netwolk(v) is the count of the otdegree links from a userM (u)is the user
in OSNs indicating or connecting a usgrandd is a damping factof(Brin and Page, 20)2

The studyYin and Zhang, 201)24n the Sina Microblogroposes user interaction model that considers the personal
characteristics of users, such as their level of activity and readiness to retweet, in order dteaasenlinfluence
(influence score) using a model with a weighted PageRank algorithm. Moreover, this reseatohmeasure the
influence between two users (pairwise influence) rather than measuring global influence (user influence in an entire
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network). The characteristics of OSNs differ from those of traditional web pages. Thereforé?ageftank variants
have beemesignedo improvethe identification of the influential users in OSNs.

TunkRank (Tunkelang, 200p TunkRank algorithm is a variant of PageRank. The algorithm assumes that the
influence of a user is evenly distributed among his/her followers. Therefore, the probability of a user reading any
us er 6 s ontthedodowingflist is equal to one out of the total number of users in the same list. The preceding
concept is mathematically represented as:
p Nz0t QA 0O6QE ©®Q

£QE G o ¢ DAE 0 )
wheren) is theprobability that usel "Qis going toretweet use M s t weet s, and || following
number of users followed by uger

"0t QU6 QE OQ

TURank (Yamaguchietal.,20)0T he TURank algorithm studies the relatio
posts. The TURank algorithm works on the relationship graph network otaisgeets. The network models the

information flow inTwitter and calculates the ranking scores of usgre.ranking algorithm is constructed based on

several observatiorappeared in the studyamaguchi et al., 2030The most important observations are as follows:

an influential user is followed by many other influential usersveet retweeted by many influential users tends to be

a valuable tweet, and a user who posts many valuable tiségtdy to be an influential user.

TwitterRank (Weng et al., 2010 The TwitterRank algorithm uses the topics discussed on Twitter alonghsith
network structure to rank user influence on TwittéwitterRank computes eachs er 6 s t opi c di stri bu
tweet contents usingtent dirichlet allocatioiBlei et al., 2003Griffiths and Steyvers, 2004The topicdistribution
helpsto compute specificopic similarity scores between each pair of users. TwitterRank subsequently iteratively
measures usénfluenceon a topic as follows:
‘WP rn "W p 1 00 ©)
where”YY is the user influence on topicandO ds the teleportation vector that represents the probability that a user
will find another user without following the edges of the ttseuser connectivity graph. Moreover, in Equation 3,
damping factot is the value between 0 and 1 to control telepiomaprobability, andr] is the transition probability.
The transition probability in TwitterRank is defined as:
p.i)= T.tweets
‘ a T.iweets

a i follows a

whereT_tweetsj is the total number of tweets by ud@rB “YO 0 'Q'@sdhie count of tweets by all friends
of userQand"Y'Qa "@Qis the topic similarity between usef€and®

LeaderRank (LU et al., 201} The LeaderRank algorithmtroducesthe ground node concept. Ground node is
connected to each node in the network using bidirectional links. The ranking process assigriseastige to all

the nodes in a network except the ground node. The urstiggeof the nodes is further evenly distributed to
neighboring nodes through direct links. The process continues similar to a random walk for a directed network until a
steady state is reached. The authors claimed that the proposed LeaderRank algenithmenaus advantages over
PageRank algorithm. Furthermore, the convergence rate of the LeaderRank algorithm is faster than that of PageRank
in a strongly connected network. Moreover, the algorithm is more tolerant of noisy data, such as spurious@nd missi
links and is applicable to any type of network. Furthermore, the algorithm is robust against spammers.

The weighted LeaderRartki et al., 2014 is an improvedrariant of the LeaderRank algorithm. The improvement is
achieved by making the ground node more biased toward nodes with more fans using a biased random walk. The
weighted LeaderRank caneidtify the increase of influential users. The algorithm is relatively more tolerant of noisy
data and more robust against intentional attacks than the original LeaderRank algorithm.
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InfluenceRank (Chen et al., 2012bThe InfluenceRank technique is calculated using two models. The first model
measures the usersd relative i nfrl ueentcveor ka ngdl o bhael siencfolnule
relative influence model is calculated based on three factors: quality of tweet, ratio of retweets, and topic similarity
among users. The model can be mathematically presented as follows:

YQ& OODRNRNGVQ 0 Y 0 i Qb 5)
where'Y Q & ¢ ®OXINR 6 WO is the influence of useb on usery, andd is the quality of tweet and is
calculated as

. £€0aONQOLQATAIEOaQDE G aQd Wi

6
v “YE€ 0&0dd WD U QAR ©
In Equation (5).Y 0 f) refers to the retweet ratio of from usérso0 and is calculated as
w o YQO 0 QWD i
Y 0 R (1
YQo U Qo i

The functioni "Qé h) in Equation (5) is the topic similarity between usérando .

The user network global influence model of the InfluenceRank technique is a Padi&Rahgorithm. The model is
calculated by replacing the Relative Influence RI value into the PageRank algorithm. The model is mathematically
calculated as follows:

0t Q3 6 W& G0 SOt G ae Qi i YQ 0% 6 QO Q

EQaome —_— _

= v - O aa € 0DQEQ ®
where_ is the damping factor.

The only difference between the abaepresented method and the original PageRank algorithm is the scoring value.
The scoring value in the InfluenceRank technique is unequally distributed to all followers. Moreover, the technique

uses a biased random wadind the scoring vallie determined byheY ‘Q & ¢ QR 6 NEQD [

InfRank (Jabeur et al., 20)2InfRank is a Padgeanklike algorithm that models OSNs to identify influential users

and | eader s. The study measures the usersd influence b
network (i.e., by having a high number of retweets) and subsequemiynitihg good influential users in the retweet

list (i.e., their tweets are retweeted by influential users). The InfRank technique constructs a graph network using users

as nodes and retweets as edges between users. The edge is constructed betwedni ugeifsat least one tweet of

o0 i Qiis retweeted by | ‘DiBThe useretweet graph has advantages and disadvantages compared with the user
follower graph. The former represents a strong social connection because the user can dotienwdathout ever

retweeting them and can retweet without following the author of the original tweet. However, thetwset graph

is relatively sparser than the udeliower graph. Moreover, the InfRank technique distributes the ranking score
retweetedges in terms of weights. Weighted edge is calculated as follows:

~. O € GEGDOG OB 0 QDA . 0 £ EMdi VAN QO L DO i
o D € A OB U 'Q'Dad s

0 0 ©)
SpreadRank (Ding et al., 2018 The SpreadRank meth@la variant of the PageRank method in microblogs. This
method constructs a usetweet network similar to that of the InfRank technique. Webtweet network edges are
weighted by a unique retweet weight. The reweights of the edge is computed ai® thierefiveet counts to tweets.
Moreover, the time interval of retweets has a significant importance in the SpreadRank method. Therguebor
that the faster the tweets are retweeted, the higher the diffused rate. Thesattiy location of usersiinformation
cascades to measure the teleport vector that indicates that a location closer to the root (main tweets) will obtain higher
scoresThe influence transition from usebsO U is calculated as follows:

v B Qo

L LHD S E (10
where 0 is the time interval of the retweets, atlis the number of tweets by user
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ProfileRank (Silva et al., 2018 The ProfileRank model is inspired by the PageRank algoritfinis model
introducesan integrated view of user influence and content relevance in information diffusion. ProfileRank identifies

influential users by measuring thesus s 6

abiliti

e s t o create

and

propagate

the community. The algorithm is computed by the random walks on &ostmt bipartite network.
The aforementioned PageRalike techniques are summarizedTiable1 along with the methodologies, objectives,
input parameters, network types, and weight attributes required for the respective technique.

Tablel. Comparison of PageRkilike algorithms

Criteria Methodology Objective Input Parameters Network Weight
/ PageRank Type
like algorithm
TunkRank TunkRank measures use Both attention distribution and | Number of Usei follower | The edge is weighted by
(Tunkelang, influence as the expected retweeting probability are followers and network the introduced 1) , the
2009 number of users who will | considered to recursively probability that constant probability that
read a tweet. measure user influence. users will retveet. users retweet a tweet.
TURank TURank constructs a A user, who is followed by Follower, tweets, Useii tweet The weights of edges ar
(Yamaguchi et | usef tweet network in many influential userand is and retweet counts.| network calculated ag Q
al., 2010 which users, their tweets,| likely to be an influential user is _
and followers are linked | considered in recursively L
with corresponding edges measuring user influence. where Q N O is the
edge of the same type a
‘Qandi 6 6 OEKR is
the count of outgoing
edges of typ& from
usero8
TwitterRank TwitterRankuses both The topic similarity between Number of Useii follower | The edge is weighted by|
(Weng etal., networkstructure and users and network structure is | followers andopic | network the topic similarity of
2010 topic similarity in considered to recursively similarity. users.
calculating usemnfluence. | measure user influence.
LeaderRank LeaderRank introduced a| LeaderRank should be more Number of fans and| Fari leadef No weight is applied.
(LU et al., 201} | ground node that is tolerant of noisy data and robug ground node ground node
connected to each node if against spammers to propose | (bidirectional links | network
the network using algorithms that can effectively | to every node in the
bidirectional links. quantify user influence. network).
Weighted The algorithm uses a The ground node toward the Number of fans and| Fari leadef The weights are set to
LeaderRank biased random walk nodes that are more pdpu ground node ground node | the nodes according to
(Li etal., 2013 | instead of that used in the (with more fans) is biased to (bidirectional links | network t he n eddgeed G.g
original LeaderRank to improve the original to every node in the fan count).
make the ground node LeaderRank. network).
more biased toward node
with more fans.
The algorithm works in Auser 6s r el at i| Numberof Follower The edge is weighted by
Infl two steps: the first step | considered to recursively followers, qualityof | network ausero6s rel
uenceRanKCh | involves measuringause measur e user s 0| followers, quality of influence.
en et al, 2012b| relative influence, and the tweet, retweet ratio,

second step involves
measuring user network

global influence.

and topic similarity.
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InfRank The study measures user| InfRank measures user influsm | Retweets count and| Retweet The edge is weighted by
(Jabeur et al., | influence by initially to identify influencers, leaders, | number of network theretweet ratio.
2012 measuring their ability to | and discussers in online social | influential users in

spread information in the | network microblogs. the retweet list.

network and subsequently

determining the good

influential users in the

retweet list.
SpreadRank SpreadRank constructs a| Both weights and time interval | Retweet count Retweet Edges are weighted by
(Ding et al., network using users @ | of retweets are considered to | and time intervabf | network unique retweet weight,
2013 node, and an edge exists| recursively measure user retweets. i.e., ratio of number of

between users AT W, influence. retweets to tweets.

when at least one tweet 0

userv is retweeted

byo i Qi
ProfileRank This algorithm measures | User influence and content Users and content | Useii content | Random walks are on a
(Silva et al., the ability of users to relevance is considered to bipartite usef content bipartite
2013 create and propagate a | recursiely measure user directed network.

relevant content to a influence. network

significant portion of the

community

3.1.4 Corenesbvased MeasuresCorenessased measure (also known as thmke decomposing method) assumes

that the location of a user is more important than its direct connection in calculating its diffusion of influence (Kitsak

et al., 2010).The k-core depends on decomposition pesses of the networfDorogovtsev et al., 2006 The
decomposition prunes the network down tokkemore Thek-coreis the maximal connected sgjpaph of an original
graph network. In the-kore decomposition processes, all nodes with degrees less thaar¢heepeatedly removed.
The procedure is initiated on users with a degree one. Users with a degree one are assigneshédl tiAdl Lisers
with degre€Q p are first eliminated, and pruning processes will persist till no user@ittp exists. This process
is similarly applied to the following-khells and continues until the cores of the network are identBiathgelj an
Zaversnik, 2008

Thek-shelmet hods are effective techniques for finding
contains influential nodes. Therefore, influential nodes are successfully identified bystiedl klecomposition
metlod (Kitsak et al., 201D Thei nf |l uent i al usersd existence in the
users correspond to each other.

Recently, manymproved variants ok-core algorithms arproposedin (Zeng and Zhng, 2013, the mixed degree
decomposition is used in overcoming limitations related to the origisakek decomposition, such as considering
only the residual degree (i.e., links between the remaining nodes) and entirely ignoring the exhaustddedegree
links connected to the removed nod@gng and Zhang, 20).3n otherstudies(Garas et al., 2012Vei et al., 201p
the kshell isadaptedo considemeighted complex networks. However, tidgorithms only considered weight as the
degree of connected nodes, e.g., a node connected to high degree nodes receives highhereifging in these
studies, only the degrees of nodes are considered, and the quantity of interactions is ignoree, lHothevOSN
context, the degree of nodes infrequently reflects user inflU&izeet al., 2010 Another study improved the original
k-core by considering the interaction between the useasweight for links(Al-garadi et al., 2007 This study is
based on that the interaction is an important element in spreading of information. This study only corgler si

nfl

net w

network (social network) to represent the relationship between the users which is weighted by the interaction between
these users. However in the reality, the users can still interact even if there is no social network (following or follower
relation)connections between them through common friends, therefore multilayer network representation of OSNs is
required to be explored to deeply understand the relationships between the users and effectively represent the different

connections.

The unavailabiliy of complete network data distinguishes OSNs from many complex systems and prevents the direct

validation and comparisons of the efficiencies of user influence measuring techniguetsalP@iei et al., 2014a
applied different user influence measurements in identifying influential users in OSNs and noteetdhat k
outperformed the PageRank and dedRei et al., 2014aln another researdfreng, 201}, k-shell algorithm was
modified to measureuser influence in Twitter. The authors used the Logarithmic mapping technique to fikd the

Page8 of 34



core In this technique, eachdhell level roughly represents the log value of the count of analyzed connections. The
technigue decomposed the network in a matire nodes with a degree p or less are placed in a similaitdwel.

Authors showed that the modifiedskell methods more effectively and rapidgntify a small group of users than

the original method. However, the results were validated only against Twitter usage data (i.e., average tweets/retweets
from Twitter usage data). Several studies have shown the plausible circumstances that influential nsers do
correspond to Twitter usage d&Gha et al., 2010

3.1.5 Machine Learning Algorithms.Learning approaches use machine learning algorithms to predict tdluen
users, and the most common of which is supervised leafhiimjon et al., 2006 Naive Bayes, support vector
machine, and decision tree are the most common supervised ¢egeoimiques. An effective learning approach
requires a robust set of features that can provide impaftseriminative power to better predict resultearning
approaches require sufficient datasets in training and testing the machine learning model.

The majority of the studies on predicting influential ugétsi et al., 2015Liu et al., 2014Bigonha et al., 203 Zhai

et al., 2013Xiao et al., 2013Cossu et al., 20)%ave proposed important features instead of any specific algorithms

to improve the overall prediction model. Predicting influentsgrg in OSNs generates controversial discussions on

the selection of specific features that effectively predict user influence. Basic and direct features, such as follower,
retweet, and tag counts are used to predict influential users. Howsiest al.(Mei et al., 2015 shows that aside
from direct features, other effective featur erendssuch
can predict influential users.

In another researdhiu et al., 2014, severalfeaturesareextracted to train a support vector machine (SVM). Features

use three different means of aggregation, namely, sdiste and SVMbased aggregatidhiu et al., 2014. Another
approach combines user location in a network, user opinion polarity, and tweet quality to obtain a combined influence
score(Bigonha et al., 2072 Moreover, a logistic regression analysias applied to identify significant features for
predicting user influencéXiao et al., 201p These features were used to train and compare four mealgzirning
algorithms. The ACQR framework was propose(CGhai et al., 2013 This framework extracts a set of features that

are considered discriminatory attributes in identifying efficient users in OSNs. Features are derived from four aspects,
namely, ativeness, centrality, quality of post, and reputation. The four features are subsequently used to train the
SVM.

Cossu et al. (2015hvestigatea large selection of traditional features, such as featbiased on user activity, local
topology, stylistic aspects, tweet characteristics, and occurtsses term weightintp identify influential users in

OSNs This studyconcludeghat traditional features provide insignificant results. The authagosea set of new

features with enhanced performance. However, this study cannot be generalized because the comprehensive traditional

features from previous literatuagenot used. Furthermore, the studjlizesa specific dataset with results validlp
for the cosidered dataset. The followingable2 compares the different features used in training the learning models
to identify influential users in OSNs.

3.1.6 Other Methods.To overcome the drawbacks from techniques in identifying influentiasusesearchers have

introduced either hybrid methods, which are proposed based on more than one technique engineered in a synergistic

manner to improve methods6 effectiveness in identifyi

identifying influential users. This section discusses the recent developments in these alternative methods.
k-corecan identify a single influential spreader effectively by ranking, which is proven in actual big network data
(Kitsak et al., 2010Pei et al., 2014/Pei and Makse, 20)3However, kcore ranking has severe intersection of seed
influence ranges; thus;dore performs poorly when identifying multiple influential us@sn Pei et al., 20).7Most
previous studies have identified individual influential spreaders as an isolated spreader. Hbarayet,al. (2016)
haveidentified multiple spreaders from real OSN data using the collective influence (Cl) method from another study
(Morone and Makse, 201paThe Cl method examines the collective influence of multiple spreaders. The set of
spreaders identified by this method performed better than the commonly used algorithms, such as PageRank and k
core, in terms of the identification of multiple spreadsrd high degree of information propagation. This method is
effective in identifying multiple influential users in OSNdorone et al. (2016haveimplemented the CI algorithm

from another studyMorone and Makse, 201pén approximate linear time when nodes are deleted one by one.
Furthermore, thepaveintroduced two extensions of the original Cl algorithm to optimize its performance, which
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exhibited small performance improvements over the original Cl algorithm. Hoyvtbese versions suffer from high
computation time, e.gy) 0  compared with0 O & & 0Q of the original CI algorithm, thereby limiting their
application in big social networks, such as O$Mserone et al., 2016

Yang et al. (2016javeconstruceéd a method using the concepts of closeness and betweenness centralities. This
method modifies the original betweenness centrality by computing the degree of closeness between nodes and then
creating link weightswith this closeness calculation. However, this metisaelvaluated in small networks and was
untested in real large networks, which is the main drawback of the underlying methods (closeness and betweenness
centralities). Consequently, closeness and betmessncentralities require higiomputation time when applied to

large OSNs (which contain millions of users).

Sun et al. (20168)aveestablishd a model using a set of proposed mtdatures as input to the Bayesian network and
PageRank. Featuresjch as tweet content, retweet count, follower and following counts, comments, tweet count, user
authentication, professional background, and user interest, are used to construct this model. However, this model
inherits the limitation of machine learningdaPageRank methods in identifying influential users.

Through the dense group generating algorithi@ et al.(Ma et al., 201ysearctor the initial spreader first by finding

the dense group and simultaneously selected the initial spreader from each denséhgimoppoposedmethodis
validatedthrough the artifi@l susceptiblenfectious (SI) model to demonstrate effectivity and efficiency. However,

the disease spread of the SI model differed from the information spread process in the real world, such as in OSNs.
Therefore, t he pr opos dfer whae dpplieddod eal sodial retwvart@entold and Maayy d i
2007 Singh et al., 2013 A model based on real dynamic information spread in real OSNs shoulddstigated to

confirm the effectivity of the proposed method.

To overcome the limitation of-kore in identifying influential user§heikhahmadi and Nematbakhsh (20drgpose

a hybrid technique wherérst superspreaders nodes are identified usikgorewith taken into consideratiotie
degree, and fr i en;dhsydhenqropose amethttdyredocé thet ohedap degrdeebstween identified
nodes in order to effectively identify multiple spreaders.

Zhuang et al. (201 Maveintroduceda method called SIRank, which calculates the influence diffusion of users in
OSNs by considering user features, such as retweet time intervals and position of users in information cascades. To
detect influatial spreaders in the networthe method uses tHeaturesof user cascade influence and ussated
influence in random walk similar to PageRankdés origina
algorithms, such as PageRank, TunkRank, BetRank, and degree; however, this method is based on the main
concept of PageRank that caused simdtawbackof PageRank amentioned in 3.3.

Xia et al. (2016havefirst applied lowcomputational methods, such as degree-corle, and therhaveeliminated

all low influence users to reduce network siZéxe reducednetwork size enable the global measureghat are
applicableto only small networksHowever, such approaches are combined separately and are not integrated as a one
stage approach, which causes the main method to still encounter drawbacks of these methods agevéhest
drawbacks of these methoasclearly not completely eliminated; therefore, such framework must be investigated to
prove its effectivity in largescale OSN networks.

A trusted networks constructed by’ hu (2013)in the first stage to optimize the identification of influential users; in

the second stage, time factsrconsidered in model constructiom $imulate the information dissemination process.
Moreover, adynamic algorithmis proposedn the studyto identify the influential users in a network. However, the

time complexity of the proposed method should be investigated when applied tedalg@etworks. Moreover, the

trusted user network is assumed complete to effectively implement the propdked.ritowever, obtaining entire
networks is challenging due theprivacy settings of OSNs.

Tan et al. (201phave developed a network centrality method and wsghph convexity to describe the level of user
influence before proposing a message passing method to identify influential spreaders who play major roles in
spreading information in a network. Howev , a chall enge is imposed by OSNs&é6 cl
network and evolving network); therefore, this method should be investigated under such features. Moreover, this
approachs established based on the concept of the Sl spreadidgln®@onsequently, the methods for identifying
influential spreaders in OSNs based on such artificial model do not continuously reflect the effectivity of the proposed
method because these models and the real dynamic information spread in OSNs ar¢ ((@i#etelfa and Macy,

2007 Singh et al., 2013
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Current studies have reported that critical parts of spectral properties are represented -bpcktnacking (NB)

matrix, which define the properties of the bond percolation method in complex netRadischi, 2011Krzakala
et al.,, 2013 By merging these weknown facts, researchers have proposed the NB cent(&agicchi and
Castellano, 201Gas the quantity of choice to identify influential users in chaotic topologies

3.2 Issues and Shortcomings of Influential Users Algorithms

This sectbn discusses the drawbacks of the influence dissemination algorittmasheuristic methodé&legree,
eigenvector centrality, closeness centrality, PageRank,-andkdo notenhance the global function of influence as
these methods identify the influealtiusers individually andgnorethe role of collective influencel herefore, the
results of the heuristic methods lack assurance in their résdt®ne and Makse, 201%hbA recent studyMorone

and Makse, 2015kshowsthat the sebf vital influential userss considerably smaller than the number of influential
users detected by heuristic methods. Remarkably, previously ignored numerous weakly connectegpezaes
among vital influential users. Ignored nodesidentified as lowdegree nodes according to the structural analysis of
the network surrounded by hierarchical coronas of hubs. Ignored nodes are exposed only through the optimal collective
exchange of all influential users in the netwékkorone and Makse, 2015hbThe subsequent section discusses the
drawbacks and open issues of applying the techniques to OSNs for identifying influential spreaders or users.
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Table2. Comparison of different features used in training the learning model to identify influential users in OSNs

Propagation Network User Quality Topic Features Activity
Features Features Information Features Features
Features
Study Reference
o oldla | | | v QI ¥JN|low|lo|o|ld|N| o
Nl | | 0w o Moo | oo A dld — — | 4 | | N || N
Lo | W w | bW wfw L | bl w L TR L Lo | |w | w|w|Ww|LwWw
(Mei et al., 2019 V [V |1 T T |7 |7 |71 V [V ]I \% \% T T T T T V |V |1 T
(Liu et al., 2019 V [T |1 T T |7 |7 |71 VIV |T |1 T \% T T T T T V |V |1 \%
(Bigonha et al., 2019 V |V ]|V |1 VIVIVIV |[V|V |T ]I T \% \% T V |1 T V |1 T \%
(Xiao et al., 2013 V V|V |V |[T]|T|T]1 VIV |T |1 T T T T T V |V |V |1 T T
(Chai et al., 2013 V [V ]I T VIiT|T |1 VIV |T |1 \% \% T T T T T V |V |V |V
(Cossu et al., 215 V |[V|V |V |[V|V|IV]|V |[V]|V |V |V \% \% T V |1 V |1 V |1 V |V
F1 Number of reposts (e.g., sharing, retweets) by others F13 Number of (likes or favorites)
F2 Number of tags (e.g., tagging or mentioning others) F14 Number of (comments or replies)
F3 Hashtag (#) F15 Content quality
F4 Shared URL links F16 Text feature (TF x IDF or bag or words)
F5 In-degree F17 Polarity features (positive, negative, or neutral)
F6 Betweenness centrality F18 Usersd topic similarity fe
F7 Closeness centrality F19 Topicdistribution
F8 Eigenvector centrality F20 Number of posts (e.g., status and tweets)
F9 Number of friends (or followers) in the list F21 Number of otherso6 posts re
F10 Number of followers F22 Number of otherso6 pos fagorita c
other posts)
F11 Accountinformation (e.g., official, verified, and account F23 Number of interactions with others (e.g., number of
age) comments and replies to other posts)
F12 User description in the profile
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Degreecentrality The most connected nodes are generally considered as authority for the largest information
dissemination, which are viewed as most influential ngd#zert et al.,2000. Moreover, a research showed that a

simple weighted irdegree outperforms complex measurements, such as PagédRagland Yang, 20)2However,

this fact is not always common, the degree measure alone cannot accurately reveal the influence of users, and users
with a high degree are not necessarily considered as influ@@tialet al., 2020 A limitation of the degree centrality

method is that hubs (i.e. the tiees with many outgoing edgemay form tighttyk ni t gr oup-sl cl$ d ed 0
(Colizza et al., 2006 The strategies based on the degree method are extremely be biased towatd rictbs

(Morone and Makse, ®™5b. However, sensible circumstances occur when influential users are not the highly
connected user&itsak et al., 201 FurthermorePei et al. (2014ajepoted invalidity of the degree measure for
identifying influential users. The degree measure only
connected hub located in the core of the network may generate an important effect that ificlusagan diffusion

through a huge portion of users.

Closeness centralityThe closeness centrality rates are high for individuals closer to the center of local clusters.
Therefore, the closeness measure @lercates influential users next to each otfidorone and Makse, 2015hb
Moreover, closeness centrality is unsuitable for lesggle OSNs due to its high computational compleidtyen et

al., 2012a

Betweenness centralityBetweenness centrality is a popular technique in the complex network analysis, particularly
in community detection. However, the technique suffers high computational time. The best algorithm for betweenness
centrality requires a computational time equival® 0 0 0 for unweighted networks withh nodes and) edges
(Brandes, 2001 Therefore, betweenness centrality is impractical for large OSNs.

Katz centrality : Katz centrality is constructed based on a good mathematical assumption for analyzing a network and
identifying important nodes. However, Katz has high computational complexity of centrality that limits its application
to large networkg$LU et al., 2015 Moreover, Katz centrality producegmdequate ranking results in networks with a
diverse outdegree distributiofLiao et al., 201Y.

Eigenvector centrality: Particularly, the eigenvector method is inefficient in séede networks. The method assigns
weight to a few nodes (hub), and themaining majority receives considerably small weights, which causes the
inaccurate ranking of most nodéslorone and Makse, 201hbHowever, eigenvector centrality may result in
inaccurate ranking when appli¢al the degree distribution for netvks, such as the Intern@@arabasi and Albert,

1999, email (Ebel et al., 2008 and FaceboolCatanese et al., 20§, 2vhich are scaléree networks. Therefore, the
eigenvector centrality inaccurately ranks the abovementioned networks.

PageRanklike algorithms: PageRank and PageRalite measurements are netwdrslsed diffusion algorithms that

are computed through random wal ks on network graphs.
effectivenessn ranking web page@shoshal and Barabési, 201The shortcoming of PageRank is attributed to the

di ssemination procedure of the nodeds score tovdesconnect
a significantly high score to weakly connected neighbors. Moreover, the complete OSN structure is unavailable due
to the inherent limitations of OSNs caused by API restrictions and user privacy. Therefore, the PageRank algorithm
is unreliable in mesuring OSNsGhoshal and Barabési (201gvestated that the ranking results given by PageRank

are sensitive to changes in the network topology, which makes PageRank unreliable in measuring dynamic and
incomplete networks. SimilarlyRei et al. (2014ahowthat PageRank is unreliable in identifying influential users in
OSNs. PageRank is established on the assumption of random information diffusion in the network. Nevertheless, the
proces of information dissemination is not totally based on random w@lael et al.,, 2012 Therefore, a
considerable divergence exists between accurate outcomes and PageRankFresulebove stud& it can be
concluded that; PageRank is sensitive to topology changes in the network, rendering it unreliable in noisy or
incomplete networkg¢Ghoshal and Barabasi, 201 TConsegently, PageRank is unsuitable for OSNs because most
networks are incomplete, and the PageRank concept fails in ranking important users in growing (elaviakiset

al., 2015.
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K-core (k-shell) algorithm: Pei et al. (2014ahave conducteda researclwith large datasets from LiveJournal,

Twitter, and Facebooknd haveeported thatttamo st i nfl uent i al users areord ocated
algorithm not only calculates influential spreaders more effectively than other approaches (PageRank and degree) but
also distinguishes influential users more precisely.

The original kcore method is proposed to deal with unweighted networks. However, in re@gy networks are

wei ght ed, and ddiirestthe onpoktantipropediés gflutiderlying connectiddssearchsin (Garas et

al., 2012 Wei et al., 201phaveattemptedo eliminate the limitation caused by weights htdee algorithms and

proposed the weighteddore technique. The proposed link weights in the weightedr& technique are only using

the nodesd degree. Consequent | yqgbtairss a highdweight Moreowvers thee d t o
weighted kc or e technique only considers the degrees of nod
However, in the OSN context, the degree of nodes infrequently reflects user infldbacd al., 2010 Consequently,

Al-garadi et al. (201Mavedevelopedad or e based method that is WwW&Nghted ba
This approach also reduces thepant of considering all links equally when the originaddte weighs the link

between users using their amount of the interaction.

Various numerical simulations have been recently implemefhtiedet al., 2015ato understand the relationship

between influential nodes identified by thedre algorithm and the influence of identified nodes in real networks.

The implementations spurred the realization that not all nodashigih shell numbers are highly influent{aiu et

al., 20153 The realization helpei improve the kcore algorithm by removing repetitive connections causing core

like group issuefiu et al., 2015h

Similarly, the kshell ranking is not optimal to maximize the collective influence of multiple influential (idersne

and Makse, 2015bCollective influence comes from interactions between influentars via the overlap of the

spheres of influence. The overlap interactions of influential users mostly remain nonexistent within the core when
receiving influence from the most ranked influential ugdterone and Makse, 201hbTherefore, evemhen the

best individually ranked users are located in theoie, the collective influence is still determined by the full set of
interactions.

Machine learning algorithms: Supervised learning methods have the drawback of being depemdeaihing daa.
Obtaining training data (i.e., labeled samples) is difficult, expensivdjraggconsuming A robust learning approach

for detecting influential users requires a large amount of the labeled training data to effectively learn different classes
of models To alleviate this drawback, semipervised approaches are used with only a small amount of the labeled
data. However, obtaining efficient knowledge from small samples is mostly inac(Boatguessa?2011). Another
drawback of the machine learnibgsed researches is the absence of evidence that supports the validity of
recommended mode{Rabiger and Spiliopoulou, 2015

The success of the machine learning models in measuring user influence depends on sevef2biaatgcss, 2012

The selection of a set of the best features with a high discriminative power between influential -arfthetial

users is a complex task. Most machine learning mdoelsson feature selectiofDomingos 2019. Feature selection
algorithms can significantly aid in determining the best features to train models. However, influential users form a
small set compared with normal users, which may imbalance class distribution in datasets. An imbalanced class
distribution can stop machine learning models from appropriately categorizing the instarecemalfer class.
Machine learning methods have great potential to work with complex network methods in a synergistic manner to
achieve an effective hybrid metthdor identifying influential users in large networf&anin et al., 2016 However,

in-depth investigation and further research are required to enhance the intelgeatieen these two approaches.

3.3 Comparison between Influential User Algorithms
This section compares the abovementioalgdrithms with their advantages, disadvantages, and time complexity as
bases and in accordance to stat¢he-art influential user identification algorithnas shown in Table.3
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Table3. Comparison between influential uséentification algorithms

Algorithms Advantages Disadvantages Time complexity
Degree 1  Simple and fast. 1  Degree centrality only measures the loc§ U 0 ,where,0 represents
centrality features of users. number of edges.
Closeness 1  Performson the side of 1  Closeness centrality suffers high 0 6 ,where( represents
centrality network nodes and computational time. Therefore, closenes| number of nodes.
results in a global centrality is not applicable for most large
impact. OSNSs.
Betweenness 1  Reveals shortest paths 1  Betweenness suffers high computationa| 6 0 and the best optimized
centrality between all node pairs. time. Therefore, betweenness is not betweenness algorithm requir|
1  Global measure. applicable to most large OSNSs. the computational time
0 0 0 forunweighted
networks with0 nodes and
edgegBrandes, 2001
Katz centrality f  Global measure. 1  Obtains inadequate outcomes in networ 00
1 It Has a welproposed with diverse outdegree distributioifLiao
mathematical structure et al., 201J.
(LO et al., 201% 1  Katz centrality suffers high computationg
time. Therefore, katz centrality is not
applicable to most large OSNSs.
Eigenvector 1  Eigenvector centrality i 1  This centrality may result in inaccurate 0 0
centrality simple and effective for measurement when used for OSNSs, as |
a network where degreg degree distributin for most OSNSs, such g
is biased in a manner Facebook are scafeee networks
that anode is important (Catanese et al., 20112
when linked to other
important nodes.
PR algorithm 1  Simple assumptions. 1  For random networks, the measurement 60 O
1  Directimplementation. given by PageRank are responsive to
1 Comparatively low perturbations in network topology,
computational rendering it inaccurate for incomplete or
complexity. noisy network{Ghoshal and Barabasi,
1  Global measure. 2011).
1  This algorithm is unreliable in detecting
influential users in OSNgei et al.,
20143.
1  Furthermore, it is on the assumption of
random information diffusion in a
network. Nevertheless, in actual network
information diffusion processes are not
totally based on random walkGoel et al.,
2012.
K-core 1  Simple and fast. 1  Designed for unweghted network. 0 0
algorithms 1  Global measure. 1 The output of kcore has two sets of core
T In OSNs with nodes, namely, the true influential nodeg
incomplete data, the-k whose shell level correctly reflects their
core algorithm influence in real networks, and nodes wi
calculates user high shell levels but are not influential
influence more spreaders (i.e., cotike group)(Liu et al.,
efficiently than other 20153.
approachegPei et al.,
20143.
Learning T Learning algorithms car 1 Learning algorithms requirsufficient Learning algorithms vary
algorithms predict influential users training data. based orthe type of machine
based in user f  Learning algorithms encounter difficultiey learning algorithms and the

characteristics.

in extracting global features to train the
learning model; therefore, in most studie]
the learning model is trained based on

|l ocal userso6 |l ocal

size of training data. These
algorithms also requires
offline efforts.
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APERFORMANCE EVALUATI ON OF THE I NFLUENTI AL USI

IDENTIFICATION TECHNIQUES IN OSNS

This section discusses the performance evaluation of the influential user identification techniques. Influence diffusion
can be modeled in probabilistic frameworosley et al., 2000 However, the critical characteristics of OSNs
distinguish them from small social networks. These characteristics, such as user privacy, high dyaraarisme

scale network, create difficulty in designing evaluation model tateffectively illustrate the information spread in

the OSN context. Mostsearches that have analyzed the spread of information in a social network structure report
that information dissemination has a complete equivalence with the diffusion of infectious dikeakesgec et al.,

2007a Watts et al., 2007 Such repos havetriggeredthe extensive impleméattions of disease spreading models

such as the susceptikilefectioussusceptible (SIS) models and susceptibfectiousrecovered (SIR) for evaluating
information diffusion(Pei et al., 2016 The aforementioned models are designed based on the simpistanding

of human behavior, which may not be an illustrative of the actual dynamics of informisgemination; thus, it may
provide misleading outpuPei et al., 2015 ei et al., 2014aFor examplestudies(Pei et al., 203; Pei et al., 2019a
havedemonstrated that applying SIR and SIS evaluation models in actual networkshtblé shows better results

than the classical centrality measures. HoweBerge-Holthoefer and Moreno (2012j)ave employed the rumor
dynamics evaluation model armliggestthat kshell is ineffective becausenfluential userswere not identified
accurately StudiegCentola and Macy, 200Bingh et al., 20))Bave also reported that the evaluation grounded on

the diseasespreadmodels is impractical. Momer, diseases and information spread differef@igntola and Macy,

2007 Singh et al., 2013 ThereforePei et al. (2014a)tilized the dynamics of information diffusion in actual social
networks to remove the dependency of specific models that simulate dynamics. AtadyéDing et al., 2013
introduces coverage to confirm the efficacy of the proposed solution. The coverage considers link structure and time
interval to identify the influence spreading capability aofnode within a specified perio®ifg et al., 2013
Techniques, such akendd | 6 s Tau algorithm and Spear manos rank, a
correlation between the ranking lists obtained by artificial stochastic models or the real dissemination dynamics and
the ranking lists obtained by identification algorith¢hgi et al., 2013Garas et al., 20)2

Comparison metcis, such as accuracyfeasure, precision, and area under curve (AUC) metrics, are used to compare
the performances of algorithms using manually labeled (as® et al., 2013Chai et al., 2013Cossu et al., 2035

The drawback of the validation approach is its human intelligence requirement to categorize users as influential or
nornrinfluential. Thus, the validation schemeiime-consumingand expensive. Furthermore, humans can only judge

the influence of a usdrased technology on the static information on user features. Howeweansannot determine

impact based on an-tepth analysis of the ugeposition in the entire ieork. Consequently, the validation is based

on the local rather than the global features of user influence.

Several studies have validated their proposed algorithms by comparing the user ranking obtained by different
identification algorithms with the OSBharacteristics (as standardjich as volume of propagated content, number

of replies per post, and user post content volume. The algorithm is considered to be the best if the ranking list is highly
correlated with user characteristi¢eng, 2011 The abovementioned validation approach is simple and
straightforward. However, the majority of studies have shown that influential users do not kigidyscorrelate

with OSN characteristicCha et al., 201,0Morone and Makse, 2015Rabiger and Spiliopoulou, 201Xiao et al.,
2013.Therefore t hi s validation is not always applicabl e. Fur
preferences in selecting user characteristics to validate the praggeethms.

The abovementioned performance evaluation models include limitafitvesefore, future studies are required to
propose a modé¢hatclearly illustrate actual information spread dynamics.

5 OPTIMAL INFLUENTIAL SPREADERS

I nfluence maximization is a process of identifying the
social network. Significant seeds maximize the spread of the influgteempe et al., 2003 The influence
maximization problem, known as Nfard (Kempe et al., 2003 was primaity introduced in the context of a viral
marketing(Richardson and Domingos, 2002

Pagel6 of 34



Influence maximizatiomas recently received considerable attention fromaedegers. In the influence maximization
problem, a minimum set of influential users or seeds is searched and selected, which can be innovated to extensive
disseminate information and effectively generate more adoptions in the entire ndéeone et al. (2003have

argued that the aim of the spread of influence is monotonous and submdtel&fore an acquisitive approach
provides a constaifictor approximation for the problem. However, the solution requires a long period to select
optimal seeds. Consequentleskovec et al. (2007hjavepr oposed ficost effective | azy |
times faster than the opeoposedy Kempe et al. (2003)

Greedy techniques have effectively addressed the influence maximization problem. However, thessetechms

limited by the high computational time and unsuitability to lesgale social networkd.i et al., 20153 Chen et al.
(2009)haveapplied a degree discount heuristic in their work to improve computational time. Degree discount heuristic
reduces the degree of a newly selected seed neighbor by one. Despite their increased computational time, greedy
methods are more reliable than heticibased methods to generate a minimum set of influential skieds.al.
(2015a)haveintroduced a conformitaware cascade model to approximate the spread of influence in the network.
The model leverages the interaction between influence and conformity to determiimnéubnece probabilities of

users using the underlying data.

Stateof-the-art research on influence maximization have implications relative to either the computational time (e.g.,
greedy approachéKempe et al., 2003 _eskovec et al., 2007IChen et al., 20Q9Vang et al., 201)), or the quality

of the outcome (e.g., heuristic approacfésen et al., 201 1Jiang et al., 2011Kim et al., 2013). Moreover, only

one party maximizes user influence in a specified netdrét al., 2015h. However, in practie, one or more parties
concurrently maximize user influence. Solving the influence maximization problem in a real network for at least two
campaigns within the same network is among the most recent issues(tobteal., 2015b.

Despite the extensive use of heuristic approaches to find influential (U$siek et al., 2010Altarelli et al., 2013

Java et al., 20Q0eNguyen and Szymanski, 2018/eng et al., 201,0Garas et al., 20312VNei et al., 201} the
identification of a mini mal set of opti mal nodes, cal l
complex networkgMorone and Makse, 201hbTo solve the inherent prtdm, Morone and Makse (2015ave

plotted it onto optimal percolation in random networks in order to detect the minimum set of influential spreaders.
The most influential users are considerably less than that predicted by beeittialities. Remarkably, a huge
number of previously ignored weakly connected nolage appeared among vital influential users. Nodes are
identified as lowdegree nodes according to the structural analysis of a network surrounded by the hierarchical coronas
of hubs and exposed only through the optimal collective exchange of all influestiglinishe networkMorone and

Makse, 2015p

6 TAXONOMY OF THE IDENTIFICATION OF INFLUENTIAL USER RESEARCH IN THE OSN CONTE
Fig 1 shows he thematic taxonomy of the identification of influential users in the OSNs. Studie&l¢héify

influential users in the OSNare categorized based on five characteristics, namely, identification algorithms,
performance evaluation, type of netwarkéjectives, and metrics attributdgentification influential spreaders in

OSNs contexstudiesarethencomparedusing theecharacteristicen Table 4.

6.1 Identification Algorithms

The OSNshavecreated massive communication and social interaction among users. Recenthhav8attracted
millions of the users. Consequently, tHegve becoméhe large networks containing millions of the nodes and links.
Several algorithms, such as the greedy rigms, are accurate for identifying the influential users in the small
networks. However, due to its inherent limitations, greedy algorithms are unsuitable for large netwheks
limitations include the inefficiency due to a high computational {imnet al., 2015% Stateof-the-art algorithms for
identifying influential users in the OSN context includiegree, closeness centrality, betweenness centrality, Katz
centrality, eigenvector centrality, PageRdikle algorithm, kcore algorithm, machine learning algorithmdeother
method. The details of the algorithms are presented in Section 3.1.
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Taxonomy of identification of influential users in OSNs

Identification Performance — Metric
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Fig 1. Taxonomy of the identification of influential user studies in OSNs

6.2 Performance evaluation

The straightforward validation of thedfectiveness of influential user identification algorithms is not possible because
full diffusion information is unavailable in the OSNs. Technical and privacy issues arranged by users cause this data
unavailability. Section 4 discusses the impact ofedéht validation approaches on evaluating the effectiveness of
influential user identification algorithms. Validation approaches are classified into the following four categories:

1) Validation through artificial stochastic modelsAtrtificial stochastic mdels include susceptibiafectious
recovered (SIR), susceptibilefectioussusceptible (SISjPei et al., 2016 rumor dynamicg¢BorgeHolthoefer and
Moreno, 2012, linea threshold, and independent cascade mddé#zalahi et al., 201

2) Validation through real spread dyamics This validation approach tracks actual information diffusion to obtain

the ranking list based on the real spread dynamics of information. The ranking list acquired by different identification
algorithms is compared with the list of the real sprdgdamic of information using evaluation metrics like
imprecision function and recognition rate to verify the effectiveness of an identification method with ranking list
obtained from the real spread dynamic of information maodRei et al., 2014aDing et al., 2013Al-garadi et al.,

2017.

3) Validation by manual annotationsThe results from the different ranking lists obtained by various identification
algorithms are compared with the manual annotation ranking lists. The measures, such ag, demgasure,
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precision, and AUC metrics are applied to compare the performances of the algorithms with manually labeled data
(Xiao et al., 2013Chai et al., 2013Cossu et al., 2035

4) Validation by direct comparisonThe user rankings obtained by different identification algorithms are compared
with the OSN characteristics, such aslegree number, volume of propagated content, number ofsgmdir post,

and volume of content posted by users. The algorithm is considered the best if the ranking list it generated is highly
correlated with user characteristi¢®ng, 201}

6.3 Network Types

The explicit and implicit OSN connections induce connection diversity. The different network connections created

within OSNs describe various relational connections among users. For examplenstwetaks characterize the

social associations among users, such as following relationships in Twitter or friendships in Facebook. Moreover,
propagation networks describe the diffusion networks among users, such as retweet or shared networks in Twitter or
Facebook, respectively. Therefore, the application of an identification algorithm on different OSNs provides different

user rankings according to the type of constructed network. The most common network types with modern features

are social, propagation, gagement, and reply networks.

Social networksin OSNs describe the social connections among users. For examplacebook, if User A is a

friend of User B, then a social connection exists between them. A similar kind of connection alsa@pplitsr.

Propagation networksharacterize how information propagates from one user to another. For example, if User A
shares or retweets User Bo&ds post, then the post i's pro
diffusing connection.

Interaction networks describe the ability of a user to involve others in a conversation. An interaction network is
constructed if User A tags or mentions User B, thereby creating an engaging connection from Users A to B. An
interaction network can alsobeconsttued i f User A replies to User Bé6és post

6.4 Objectives
The OSN can be used as a platform for sharing positive or negative social activities. The identification of influential
users aims to both accelerate and hinder the propagation of information.

(1) Accelerating the spread of information in OSNs: Identifyingtangeting influential users is significant to enhance
the spread of specific information within OSNEhis objective has several applications, such as viral marketing
(Richardson and Domingos, 2Qubramani and Rajagopalan, 2D03

(2) Hindering the spread of information in OSNs: Bliockthe spread of unwanted contents, such as rumors, viruses,
and spams, to influential users is one of the strategies to restrain the spread of unwante{Camttral., 201%a
Cobb, 2017.

6.5 Metric Attributes

The metrics extracted for OSNs are important parameters for the identification of influential user techniques. The
different metrics used in algorithms generate varied ranking ré&its et al., 2010 Therefore, understanding the
correlation of the metrics with influential users is important. Wfeeclassified the metrics extracted from OSNs into
network and contenbased metrics.

Network based metricdeal with how users are connected with one another and describe the interaction network
among network users. These metrics are related to the network structure. For examplieghesimetric indicates

the audience magnitude of a user. Propagation metric desdrow information propagates through OSN networks

and exhibits the ability of an OSN user to produce and propagate content throughout the network. Engagement metric
shows the ability of a user to involve other users in a discussion within the netwoekaRmple, the hdegree metrics

in Facebook and Twitter are the friend and follower count, respectively. The propagation metrics in Facebook and
Twitter are measured through the sharing and retweeting processes, respectively. Engagement metricsagle expres
in Facebook and Twitter by tagging and by mentioning other users, respectively. Furthermore, the output of applying
the algorithm on OSNs, such as degree centralibgrke, and PageRank, can be used as a network metric input to

Pagel9 of 34



another identificatiomlgorithm such as machine learning algorithi@essu et al., 2031Bigonha et al., 203,Zhai
et al).

Contentbased metds deal with the quality of user posts. Contbased metricéocuson the content features that

make a post viral. Identifying influential users in OSNs based only on the structural analysis of the user social networks
is weak because the relational coctitns among users do not necessarily convey a strong indication of influence
(Weng et al., 2010 However, considering content similarity amarsgrs improves the ranking of an influential user.
Content metrics, such as content similarity among users and content quality of a post, are combined with network
based metrics to enhance the identification of influemsars(Chen et al., 2019b

7 APPLICATIONS OF INFLUENTIAL SPREADER IDENTIFICATION IN OSNS

The diffusion of information is a pervasive process referring to a wide range of phenomena, from the acceptance of
innovation and idea@/alente, 199%to the success of marketing stratedMtts et al., 2007 political movements
(GonzalezBailon et al., 201}, and spread of newkerman and Ghosh, 20}1and viruses. The analysis of influence
patterns is essential in understanding the rapid adoption of specific trends. Moreover, the knowledge about the spread
of certain rumors or negative behadan OSNSs is beneficial for designing effective methods for controlling such
adverse practices. Thus, influential user identification holds practical importance, and it has recently attracted the
attention of researche(Pei et al., 2014«Kitsak et &, 2010. The applications aim to maximize the spread of the
products (Weinberg, 2008 scientific messagegletierce et al., 2010 political movements and recruitment
(GonzalezBailon et al., 201}, and newgHu et al., 2012 The identification of influential users in information
propagation is significant for planning strategies for accelerating information spread. However, OSN pltfiorms

allow the spread of spams, viruses, rumors, negative behaviors, gossips, and other kinds of disinformation to users
(Wen et al., 2011 The challenging task is to control the propagation of unwanted corifberefore three types of
strategies can be used to restrain unwanted contents in OSNs. The strategies include blocking unwanted contents at
influential nodegPastorSatorras and Vespignani, 20@u et al., 2007Yan et al., 201)(Nepusz and Vicsek, 2012

Comin and da Fontoura Costa, 20Liu et al., 201}, creating awarensesand spreading truitBudak et al., 2011

Gao et al., 201)band inplementing an optimal approach to restrain disinformation that could integrate the first two
approachegWen et al., 2014

Influential communicators can be used in numerouslifeadpplications because new applications are temly
introduced. Consequently, this review considers severatkmelvn applications as shown kg 2. However, the
applications of influentialisers are not limited to these practices and can be applied to many other applications.

7.1 Viral Marketing

Influence dissemination patterns are useful in understanding the specific reasons behind the rapid adoption of certain
innovations. Patterns helpamketers and advertisers implement effective campaigns. Viral marketing depends on the
assumption that the purchasing decisions of a user are heavily influenced by the suggestions and recommendations of
friends in social networkéWu et al., 2004 Richardson and Domingos, 2Q02omingos,2005 Leskovec et al.,

20073. However, some users6 opinions carry more weight
viral marketing in OSNs aimi increase sales by the rapid spread of marketing information at low costs. This
objective can be achieved by precisely identifying the most influential spreaders in (Q8Ns2013 Ho and

Dempsey, 2010 However, giveralarge number of OSN users, identifying the best minimum set of influential users

is beneficial, particularly for companies wahimited budget.
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Table4. Comparison of the identification of influential spreader studies in the OSN context
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7.2 Political Movements

Politicians in modern democracies worldwide have eagerly adopted OSN platforms to engage with users, specifically
during election campaign$Stieglitz and Danguan, 2013 Hong and Nadler, 20)1Social media automates the

socal signals used to encourage widespread beh@wal, 2012. Bond et al. (2012haveanalyzed whether political
behavior could disseminate over an OSN by posting a post that encourages userfigsuitthaveshown that the
statement influenced the actual voting behavior itlfans of people. Moreover, the podtaveaffected not only the
receiving users but also their network of friends. The consequence of social propagation in actusllanygrghan

the direct effect of the posts themselves.

Taxonomy of influential spreader identification

applications on context of OSNs
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Fig 2. Taxonomy of influential user identification applications in the OSN context

7.3 News Spreading

The OSNs have become significant channels for broadcasting and collectingKveakset al., 201 Cha et al.
(2012) havediscussed how a news item is announced and dissemima@8Ns.Influential news broadcasters are
grouped in three, namely, individuals associated with the media, grassroots or ordinary users, and ¢€lsarites
al., 2013. Official media sources reach the majority of OSN (Twitter) users and spread most headiin€paaon
leaders and celebrities can reach users distant from the core of the network.

7.4 Health Applications

Online social media platforms have also become substantial sources of health data. The OSN website users discuss
numerous common interest top, including health issues. For instance, Twitter is used by patientdoatats to

share their personal feelings and experien@so et al., 2019a Furthermore, OSNs comprise several health
communities that aim to address the concerns of patients or users regariding diseaseZhao et al. (2014d)ave

found that influential users in healtBlated OSNs for cancer survivors provide social support for dealing with the
disease and ameliorating the quality of life, which usually involves. St(@lidmas et al.Zhao et al., 2014Khan et
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al., 2016b have tried taletermineghe most influential users and experts in online health social networks. The studies
are significant in terms of proposing measures for creating an active, supportive, and sustainable online health
community. Khan et al. (2016bhave suggested that separating the bloggers from health community expert is
necessary for influential expert identification in online social netwarks. identification of influential users in an

online social health community provides an opportunitgppreciate and support the contributions to the health
community and to spread health awarer{@sso et al., 2014b

7.5 Spread of Opinions

Posts from influential users with influential friends would be exily acknowledged and expanded by their
followers and may rapidly spread in the network through information dissemiifatimrand Walker, 2012 Opinion

formation is the result of informatiatissemination among OSN users through the communication and discussion of
opinions, views, and beliefs about specific topics. Therefore, users are influenced by individual influential users or a
group of influential users that present and create a puplitiam (Zhang et al., 203,6Watts and Dodds, 20).

Influential users gradually used in OSNSs to express views on social issues, breaking news, social events, and political
views(Zhang et al., 2016

7.6 Brand Analysis

The active, abundant, and rdimhe interaction facilitated by OSNs considerably innovates the concept of brand
management. This change can be considered signifbecause of its substantial effect on the performance of specific
brandg(Gensleret al., 2013

Identifying influential users who post about specific brands along with competing brands has become a significant
approach to advertising promotions. The posts of influential users in the entire network and about specific topics (e.g.,
technology) can provide companies with feedback on their brands and can also aid establish brand popularity due to
the dynamic and standard spread of information from top (influential users) to regula(diserg et al., 2006
Influential users can also support brands by extensively promoting the positive features of a brand. For example, study
by Francalanci and Hussain. (2Q2hows that influential users can be usedtbyrism agencies to identify popular

tourist destinations, which can effectively identify the next destinations for their advertising canfpaggmeslanci

and Hussain, 2015

7.7 Innovation Dissemnation

An increasing number of social system processes are strongly influenced by a large number of individual links in a
social networKGoldenberg et al., 2009imilarly, products, ideas, or innovation implementation can be disseminated
progressively through OSNs. The implementation of an innovation by users increases proportionally when their
friends implement it whin OSNs(Kreindler and Young, 201&hang et al., 2016 Encouraging the acceptance of a
specific innovation has become an important research area because technological innovations have become an
essenti al p ar tKuhowat euas., 2003 Bulvilvat ét @ls(20@9Ahavereported that social influence
positively affects user intention to implement an innovatidolviwat et al., 2009 Influential usersmay have
significant traits, such as convincing experts, and have numerous social links; and they are also first to adopt
innovations due to their numerous social connesti@oldenberg et al., 2009Consequently, identifying influential

users can benefit the establishment of aninnovadics di f f usi on process.

7.8 Corporate Communication

OSN users have an accumulative influence on the business reputation of organizations. Influential users in OSNs can
spread positive or negative posts or opinions on services or products to other OSKhisprecess can significantly

affect the reputation of an organization because a post within an OSN can spread to numerous users. Organizations
should recognize influential users with significant social networking impact in order to respond effeaitbely a
efficiently to negative publicity or client attacRgollenbroek et al., 2004 Furthermore, influential users can provide

an effective communication strategy, which can positively promote products or sédattest al., 20111

7.9 Spread of Natural Disaster Situation Awareness
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OSN platforms are abundant and riiade informaton sources relative to realorld events, especially during mass
crises. Valuable information from OSNs can provide significant insights intediitieal situations for the effective

and timely analysis of the hazards of current emergencies and asfiiti et al., 2012 OSNs have been involved

in disasters, such as the earthquakes in Jépakaki et al., 20)0and Haiti(Yates and Paquette, 2011DSNs
ultimately serves as an advantageous knowledge management platform in responding to natural(Distgters

2012). Individuals can use OSN sites during or after emergencies to communicate internationally. Numerous crisis
management scholars have recommended the utilization of OSNs to support the construction of a flexible community
from disaster¢Dufty, 2012 Gao et al., 201)cInfluential users can play important roles in supportively transmitting

and spreading awareness to affected conitiegrthrough OSN platforms because of their numerous links that largely
accelerate the spread of information.

7.9 Rumor Restraint

Rumors cause significant social damage. Rumors have received considerable research attention in the literature on
OSNs, in wilch recent studies have demonstrated their rapid spread in the OSN ¢Daent et al., 2012 The

majority of studies have analyzed the spreidimors based on the network structure and the mechanism involved

in the peopl e @m and €Hen, 80;1Chemg etral, 2093 The approaches employed to reduce the
spread of rumors in OSNSs include hindering rumors at the maximum number ofCiseng et al., 209)3clarifying

rumors by spreading trufBudak et al., 201)1 and integrating the fitswo approache@Nen et al., 2014

7.10 Negative Behavior Restraint

Furthermore, OSN platforms affect the spread of negative behaviors, such asrelatetbbehaviord_uxton et al.,

2012. The spread of the tweets fAwant to died and fAwant to
and behavio(Sueki, 201% Furthermore, the spread of negative behaviors (i.e., cyber bullying) in OSNs recently
intensified(Mishna et al., 2010 Therefore increased attention is vital to comprehend and decrease lybying

within the online community.

7.11 Malware Restraint

Malwares (e.g., viruses, Trojans, worms, and backdoor softwdiselpt computers and t e a | usersod pr
information. Malwares can be transferred by the features of information propaga@8Ns(Zhu et al., 2014 In

particular, once an OSN user uploads and spreads malware to all of his/her friends within the OSN, most users
including their friendsd fr i eterdigelypropagatesmbleares within ®SNs. ma | wa
Researchers are currently exploring malware propagation and immunization strategies in t{i&@sétsal., 2011a

Strogatz, 200l Two major issues are generally concerned with malware propagation, namely, how to accurately
model the malware propagation process in complex networks and how to restrain malware propagation efficiently.

The identification of influentieusers is useful for proposing immunization strategies based on network user influence.

The strategy selects influential users in the entire network, and immunization is subsequentiy@timisdlected

users to achieve the maximal effect of malwasatainment at minimal cost¥ang et al., 2016 Moreover, user

influence measurements are also employed to discriminate normal usespfioimers in OSNEhen et al., 2013

8 OPEN ISSUESAND FUTURE DIRECTIONS

This section discusses open research issues that can be regarded as future research directions. aVaxompoyge

of the issues in the staté-the-art, influential useidentification strategies ifrig 3. Fig 3 categorizeshe different
issues of influential user identification in the OSN context into: (1) netneleted issues, (2) efficiency of
identification algorithrarelated issues, (3) validatioelated issues, (4) understanding the role of influential users in
OSNs, and (5) user privagglated issues.

8.1 Network-related Issues
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Network-related issues are concem the structure of OSNs. This section discusses issues related to data collection,
user connections, and nature of OSNs. Netwetited issues are further categorized into tiseges (1) network
data availability, (2) connection diversityand (3) network evolutiorelated issues.

Taxonomy of identification of influential users issues in OSNs

l T— p—

=TT A S

| Network related | | Effectiveness | | Validation | IUser'sinfluence! | User privacy |
issues | related issues | | related issues | | related issues | | related issue |
|

Tt i S v __ L e e b ___ b oo it i im0
Fig 3. Taxonomy of thedentification of influential spreader issues in the OSN context

8.1.1 Network data availability

Previous studies have mostly analyzed OSN graphs by solely using partial network data. Data acquisition from the
entire network is difficul{Chau et al., 20Q7and the ranking algorithms results candffectedusing such partial
networks(Khan et al., 2016aMost OSNs allow users to castize their profiles, privacy settings, and pages with
the high flexibility. Therefore, developing crawlers that can efficiently handle dynamic complex networks is also
difficult (Ye et al., 201 Previous studies have failed to explain how the utebikity of the complete network data
affected observations and res\if® et al., 201D

We havecategorized four issues for the effectiveness of theadtacting crawlers in OSNs as follows: (1) crawler
efficiency that can be measured by hapidly the node and links are visited; (2) bias of several crawling algorithms
(i.e., breadtHirst-search crawling algorithms) toward largeale network$joka et al., 2019 (3) influence of black

holes on the crawling proce¢¥e et al., 2010 (4) distinct propertie®f OSNs despite their provision of similar
services. The crawler that should be developed for future studies must consider these four issues.

8.1.2 Comection Diversity

As discussed in Sectio2.4.2, explicit and implicit OSN connections induce connection diversity. Furthermore,
relationship strength is one of the most important factors affecting information dissemination and consequently,
influence levé (Bakshy et al., 2002 Relationship strength widebjiverges, ranging from strong (i.e., best friend) to

weak ties (i.e., acquaintancd§)ilbert and Karahalios, 2009However, the lack of knowledge on the link strength
among users in OSNs can result in networks with diverse link strengths (e.g., best friends and acquaintances are mixed)
(Xiang et al., 201D Therefore, the binary relationship (a relationship that describes a relationship that exists without
considering strength) will generate a dubiousti@heship in information representation, which results in deceptive
identification results. Several studies have examined the relationship strength models and the connection diversity for
information diffusion in OSN¢Xiang et al., 2010Romero et al., 201 Gilbert and Karahalios, 2008akshy et al.,

2012. However, the manner in which strength and connection diversity affect user influence measurement still
requires further investigation.

In network theory, the nodes are linked by a single type of static link trathkesthe relationship between the nodes.
However, a single edge is hypothesized to simplify network complexity in many circumstances. Ignoring the reality
of multiple relationships among users or combining multiple different connections to a singléedaighvork

changes the topological and dynamic properties of the entire s{Gimmez et al., 2013Pe Domeniceet al., 2015
Al-Garadi et al., 2016 Moreover, the importance of nodes also changes with respect to the entire s{Haiuret

al., 2013 Battiston et al., 2004 Consequently, the hypothesis may induce an incorrect identification of the most
important nodegDe Domenico et al., 20)5Therefore, future studies should consider the multiple relationships
among userfor accurate identification.

8.1.3 Network Evolution

Network anatomy is important in network analysis. Network structure affects the functionalities of user identification
techniquegStrogatz, 200l However, one of the most inherent difficulties in underding network structure is
network evolution. OSNs are dynamic and evolving. OSN users tend to build an online communication network based
on several factors, such as mutual acquaintances, proximity, and common ii@&aegtst al., 2009 The analysis
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of the aforementioned factors in an evolving OSN demonstrated that preferential attachment can capture network
evolution, and the effects of the factors varied based on the node age (i.e., user acco{barage) al., 2009

Investigating network evolutiomelpsto predictthe spread of information in advan¢€hen et al., 2014 However,

how OSNs =evol ve, what factors are responsible for thi
measurerant should be understood comprehensively.

8.2 Effectiveness of Identification AlgorithmRelated Issues

The effectiveness of an applied algorithm i swoddri ti cal
networks(Saito et al., 2012 As deliberated in previous sections, existing studies have aimed to idewtifsrgeted
influential users who suffered from either computational time (e.g., greedy appréiéehese et al., 20Q3.eskovec

et al.,, 2007pChen et al., 2009Vang et al., 201)) or result quality (e.g., heuristic approacli€sen et al., 2011

Jiang et al., 2011Kim et al., 2013). Therefore, measurement algorithms should be selected based on application
requrements. For example, a heuristic algorithm is more suitable than a greedy algorithm if the application requires
a rapid reatime identification of influential users. Numerous studies have faced a number of issues related to the
efficiency of the measurassed in influential user identification techniques. Starting with the processing of a large
amount of unstructured and incomplete network data subsequesdlyires efficient algorithms. Furthermeore
previous studies have utilized incomplete network;dhtss, numbeof efficiency issuebaveemerged, which proved

that the efficiency of their approaches would be difficult for researdhraison and Wiggins, 2031 Moreover,

given the various characteristics of OSNs and the data collection limitations, a different source of bias exists in the
identification of influential users, such as selection bias and bias through homophily or assortativity in {@nabrks

and Walker, 201R Therefore, the algorithms from social network analysis or traditional web pages must be optimized
to be accurately applied to the OSN contéMislove et al., 200} Consequently, an additional investigation is
required to overcome the abovementioned issues and accomplisheaacesh perception of the research subject.

8.3 Validation-related Issues

Most influential user identification algorithms have been validated through information spread models and not by
analyzing the dynamics of real information spread. The models, sugliRgKitsak et al., 201)) (Pei and Makse,

2013, SIS(Hethcote, 200 rumor spreading mode(Borge-Holthoefer and Moreno, 20)2and random walks for
PageRankKatsimpras et al., 20)Simulated information dissemination. The aforementioned mdéaitd$o generate

an accurate diffusion patte(Rei et al., 2015Pei et al., 2014aStudiegCentola and Macy, 200Bingh et al., 2013

have tracked the actual dissemination processes and demonstrated that the spreads of diseases and information
differed. A recent researqPei et al., 201phasreported three possible factors affecting the actual contagion of
information, namely, human behavidduchnik et al., 2013ribarren and Moro, 2009homophily(Aral et al., 2013

and social reinforcemenflribarren and Moro, 2009 Subsequently, examining humdrehaviors related to
information diffusion in OSNSs is vital for many applications. Further investigation is required to enhance the
understanding on how the abovementioned factors can affect the information diffusion results in OSNs.

8.4 Understanding theRole of Influential Users in OSNs

Understanding the role of OSN influential users is important for an efficient identification method. The majority of
the studies have assumed that targeting the most influential user is a key factor in acceleratisgntigaticsn of
information and slowing down the spread of disinformatimfluential usersare commonly characterized by the
presence of strong connections. However,-tegree users with a significant broker role in the network can act as
information disseminatoi@®lorone and Makse, 201ktMoreover, the spread of influence is derived by influential

users but by a large number of easily influenced individ{\lstts and Dodds, 200.7The claim that a critical mass

of influential uses drives information dissemination creates an open issue on how to accurately and efficiently
measure information dissemination in O§Nawyer, 2015%. Therefore, further investigation is required to understand
the role of each user in a network, individual user characteristicsharidtérplay between weakly connected and
influential users in OSNs.

8.5 User PrivacyRelated Issues
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A privacy issue arises when a user account in an OSN is set as private. If the profile is customized as private, then
extracting information from account®comes impossible unless the account holder grants permission. The visibility

of a user profile is necessary and important in OSNs to introduce users to a new set of users. However, changing
privacy setting to public may cause attacks, such as ideraitdest and spammir(@ogben, 200Y. Private users act

as black holes for crawle(¥e et al., 201]) thereby creating incomplete network data that yields misleading results

in identifying influential users Moreover, analyzing the personal data of users may yield nestyepersonal
information.Hence, analyzing data while preserving privacy is challenging.

9 CONCLUSION

The OSN popularity has provided a unique opportunity for studying and understanding the social interaction and
communication among its users. Wwevestigated the staiaf-the-art influential user identification algorithms in

OSNs. The current validation approaches employed for ¢
identification algorithms are also reviewed. Furthermore, wegnted taxonomy of an influential user identification

in this paper and highlighted numerous research issues involved in the influential user identification in OSNs. Future
directions in the field may evolve in search for solutions to address the isdigaddd in this study.
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