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ABSTRACT

In a Delay Tolerant Network (DTN), the nodes have
intermittent connectivity and complete path(s) besw

the source and destination may not exist. The
communication takes place opportunistically wheg an
two nodes enter the effective range. One of theomaj
challenges in DTNs is message forwarding when a
sender must select a best neighbor that has thedtig
probability of forwarding the message to the actual
destination. However, finding an appropriate route
remains an NP-hard problem. This paper presents a
concept of Checkpoint (CP) based message forwarding
in DTNs. The CPs are autonomous high-end wireless
devices with large buffer storage and are resptn§ib
temporarily storing the messages to be forwarddée: T
CPs are deployed at various places within the city

parameter that are covered by bus routes and where multiple

human meeting frequencies are higher. For the
simulative analysis a synthetic human mobility made
ONE simulator is constructed for the city of FarBi,
USA. The model is tested over various DTN routing
protocols and the results indicate that using Cérlay
over the existing DTN architecture significantly

decreases message delivery time as well as biséayeu

INTRODUCTION

Delay Tolerant Networks (DTNs) are designed to
provide delay tolerant communication when thererare
end-to-end paths among the nodes and when the
network topology changes continuously. The
communication of messages takes place in DTNs
whenever the nodes opportunistically make contact.
Therefore, a node may have to store the messages an
wait until the next node is close enough to sthe t
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transfer and eventually the message is delivereithao
final destination. Due to the lack of end to end
connectivity and dynamic topology, the traditiorzad
hoc routing protocols such as AODWohnson and
Maltz 1996)and DSR(Perkins and Royer 199@annot

be applied to DTNs. Therefore, significant research
(e.g., Khanet al. 2011;Burgesset al. 2006; Shinyaet

al. 2011)is carried out in designing routing protocols
for DTNs that must tackle unpredictable network
environments. Generally, the message forwarding in
DTNs is classified as: (a) uninformed and (b) infed
forwarding.

In the uninformed approach, nodes do not utilizg an
existing knowledge and forward messages to neighbor
in range, until the messages are finally deliveoetheir
destinations. The aforementioned knowledge can be a
meeting probability, mobility pattern, and current
direction. To increase message delivery ratio,nibhges

in uninformed approach generate and spread the
copies of messages. Among popular
algorithms, two such techniques dfpidemic Routing
(Vahdat and Becker 2000pnd Spray and Wait
(Thrasyvoulos et al. 200®). As, the uninformed
approach uses flooding to propagate maximum
messages, the advantage is the higher probability o
successful message delivery to destination. A major
drawback of uninformed approach is the higher
consumption of network resources and buffer.
Moreover, there is no guarantee that flooding the
network will have messages delivered to the detitina

The nodes in the informed forwarding approach use
previous knowledge and heuristics to select suétabl
nodes to which messages are forwarded for deligdan
the destination. The idea is to decrease the numwber
message flooding in the network, while maintainarg
acceptable level of message delivery ratio. Certain



parameters may be utilized to make an optimal selec

of candidate nodes. Some of the parameters areyabut
limited to, node’s history of encounters eRROPHET
(Lindgrenet al. 2003),MaxProp (Burgesset al. 2006),

MV (Burnset al. 2005) mobility pattern Cacciapuoti,

et al. 2012; Leguay et al. 2005) and frequency of
visiting certain places@hoshet al. 2006) Message
Ferrying (Zhao et al. 2004), and Data Mules
(Almasaeid and Kamal 2008}l of the aforementioned
protocols make use of some kind of available
knowledge to improve overall message delivery ratio
However, there is a tradeoff between the improved
message delivery and higher consumption of network
resources. To make a good choice in selection of
forwarding node, a node has to store information of
various parameters about other nodes. For exanmple,
(Lindgrenet al. 2003)each node maintains a history of
contacts with all other nodes in the area. Whemden
encounters more than one node simultaneously,toaly
node that has maximum number of contacts would be
selected for message forwarding. In limited scemsari
the aforementioned protocol(s) may show higher
performance. However, in the real-life large scale
networks, with the nodes having limited buffer and
processing capabilities, the performance of DTNingu
protocols may degrade significantly with increasing
nodes.

mobility pattern. All the previous studies revehht
humans tend to follow a repetitive schedule of mest

at same places and times, and the human mobility is
predictable following a power law distribution. The
aforementioned fact is further endorsed(Bpnget al.
2010)that human mobility is 93% predictable.

Therefore, CP based approach presented in this gpe
inspired by the same fact that humans tend to vollo
schedule of meetings with higher interaction
probabilities at commonly visited places such as bu
stops/stations and shopping malls where the CPsbmay
deployed. The aforementioned technique may shét th
buffer overheads from nodes to CPs in making the
predictions about the destination node’s locationl a
next meeting times. In the DTNs context, an apgroac
that involves some sort of location information is
categorized akocation-based routing.

In the past, various techniques have been presénmted
location-based routing in DTNs. The authors MY/
(Meeting and Visits)(Burns et al. 2005) proposed a
message exchange mechanism in pairwise contacts
among peers that depends on the history of previous
encounters and the visits of nodes to particular
geographic locationsMV assumes that peers have
infinite buffer space. IfZhaoet al. 2006), theauthors
presented algorithms for optimal deploymentTofow

This paper presents an idea of CP based messageBoxes that are stationary wireless nodes to relay the

forwarding approach. Apart from having own memory

messages among the mobile nodes. However, in this

and processing capabilities, each CP is a node that paper, we deploy the checkpoints on a real city toap

represents a specific region on the city map angt ma
maintain the information of geographic locationsadif
the other CPs. However, in contrast to the existing
work, the CPs are not communication dependent gn an
fixed backbone network, and can be easily relocated
The simulation results indicate that the use of CPs
reduce the processing overhead and buffer utitinaiti
predicting the locations of the destination nodes i
DTNs.

The rest of the paper is organized as follows. stfFir
related work is described with a comparison to @ke
approach. Next, the CP architecture is discussedgal
with simulation scenario. Finally, the simulaticesults
are discussed with conclusion and future work.

RELATED WORK

For many years human mobility has been an actiga ar
of research in DTNs. It has been shown throughouari
experiments that human populations follow repeated
mobility patterns. Different methods have been igopl

to collect the human mobility traces. For examitede

et al. 2011) studied the urban human mobility through
GPS traces. The authors (Gacciapuoti,et al. 2012)
used the signaling information in cell phones tigtou
the AirSage (www.airsage.com) technology to gather
the mobility traces, an@Balazinska and Castro 2003)
used PDAs and laptops interacting with access paint
various locations in an office building to obserne

determine the effect of human mobility in DTN based
message forwarding. Similarly, Virtual Segment (VS)
by (Shinyaet al. 2011) and TACO-DTN by (Sollazzt

al. 2007) are similar techniques that have acces#9oi
connected with the fixed backbone network instaléd
various geographic locations and the interconniggtiv
among the access points is provided through mobile
nodes. The aforementioned approach is dissimil@&Ro
approach presented here as there is no mandatory
physical connection of CPs with backbone networtt an
CPs can be easily relocated (e.g. in disastertmns.
However, the CPs may be connected with backbone to
act as hotspots for Internet. In the next sectiom w
discuss the CP architecture.

CHECKPOINT ARCHITECTURE

The major components of the CP architecture include
static CP nodes, mobile wireless nodes, buses, and
additional components (e.g. Internet connected #sce
Points) that may be integrated with CP architecture

CP Nodes

A CP is a wireless node that can be any low costiocnl
design hardware. The basic components of a CP node
are but not limited to processor, memory, solar grexd
batteries, multiple interfaces (Standard Ethernet,
802.11b/g/n, Bluetooth), GPS, and storage. Each CP
may optionally have the record of GPS coordinates o



other CPs in the area. The coordinates are relayed Buses

through mobile nodes to the neighboring CPs aloitlg w
normal data packets. Moreover, we assume that s C
can be reconfigured with various DTN routing
protocols. For example, if routing protocol used @y

is PROPHET, then the CP maintains a database of recent
encounters with mobile nodes for certain amount of
time T after which the old data is overwritten to make
space for new records. In addition to message rmguti
other tasks that may be assigned to CP includesnbnt
distribution at specific intervals such as travel
information, promos, news and information caching.
The main fields maintained in the database of each
Checkpoint; are indicated in Table-1.

Table 1: Database fields foiGheckpoint;

Node ID The ID of a mobile nod¥,
Number of The number of contacts a node
contacts made withCheckpoint;
CP with which the node made
CP ID contacts. Here multiple entries are

possible. Because, a node may make
contacts with more than one CP.
The GPS coordinates of a CP last
contacted by a node. This helps in
synchronization of location

information of CPs throughout the

Coordinates

region.
Last Contact | Time of last contact with
Time Checkpoint;
Expected This time is predicted based on the

Contact Time | node’s history of contacts.

M obile Nodes

The mobile nodes are pedestrians, cars, and budes w
each node carrying 802.11b/g/n enabled wireless set
This assumption makes sense due to a market résearc
report (Technical Report 2009) according to whitch
year 2009 alone, a total of 144 million mobile pésn
were shipped with Wi-Fi capability and it is furthe
estimated that such phones may reach 66% of thé tot
shipments till 2015Technical Report 2010)n the CP
approach, whenever a mobile node interacts withPa C
the mobile node shares database with the CP byrggnd
a light weight summary vector and then the CP wgxslat
own database with new information about the node.
Any two mobile nodes on encounter, exchange
messages for storing, carrying, and forwardingyeah

as the metadata of each node’s visits to particORs.
The minimum data structure required at each mobile
node is reflected in Table-2.

Table 2: Database fields fo\dobileNode

CPs The IDs and coordinates of every
CP a node has visited in past.

Number of The number of contacts a node has

Contacts made with eaclCheckpoint;

Last Contact | Time of last contact with

Time Checkpoint;

Buses are the message carriers or relay nodes in CP
architecture. Each bus follows a fixed route and
schedule and may pass through more than one CP (bus
stop) on predefined timings. Moreover, after every
scheduled round, every bus returns to a central bus
station. The buses may be installed with any custom
made wireless hardware having communication and
storage ability to store the received messageseto b
delivered to the destination CPs.

M essage

The minimum fields a message may have are source
address, destination address, destination CP ajdres
and payload. To find the destination CP address, an
online Google based custom map for CPs may be
consulted that indicates the specific CPs deployzd a
particular geographic location. The aforementiomegp

can be constructed temporally with the passagéra t

if the CPs relay their GPS coordinates along with t
actual message.

M essage Routing

The message forwarding in the presented approach
depends on the DTN routing protocol the CP is
configured with. If a CP utilizes encounter based
routing, then source node uses mobility pattern and
schedules of buses, to forward the packet to ah@fPig
located closer to the destination. As shown in FEgL,
there are four regions A, B, C, and X, each covéxed

CP. Buses relay messages between any two regigns an
each bus also visits a central bus station denoyex.

The time of arrival and departure of buses is firdé.

If a source node is within the communication ranfie
CP, the node forwards a single copy of messagePto C
to be relayed by bus nodes.

Figure 1: CP architecture with CPs connected thmoug
bus nodes.

However, if the source node is outside the
communication range of CP, then the source node
opportunistically forwards the packets to the
neighboring nodes in an attempt to allow at least o
copy of message to reach the nearest CP or tarthke f
destination. The aforementioned message forwarding
can be accomplished by utilizing any resource ieffic



replication based DTN protocol (e.§poray and Wait).
The message copy is stored in a CP until the medsag
relayed to the next mobile node such as pedestamn,
or bus. As the CPs are deployed on places wheramum

is Fargo city map. Table 3 indicates the selected
simulation parameters.

Table 3: Simulation parameters used in ONE.

mobility is higher, this increases the chance ofsage

delivery to the destination. However, if CPs are

deployed randomly (e.g. in case of post disaster

Parameter Value
World size 4250, 3900 m
Simulation time per run 43200s == 12h

scenario), then the GPS coordinates may be utilized
the calculation of minimum length routes among the

source and destination CPs. There might be thetbase
a packet's destination information is not presentai

Bluetooth Interface transmi|t250kbps
rate

Bluetooth interface transm|t10 m
range

CPs database. In that case, the destination ishsshon

High speed interface type Broadcast Interface

the other CPs until the message TTL expires othall
CPs are searched.

High speed interface transmitlOMbps
speed

High speed interface range 100 m

SIMULATION

The simulation tool selected for the evaluationtlod

Total number of node groups21
in the scenario

proposed CP model is ONE simulatatefanenet al.

Nodes mobility model Map based movement

2009 which has rich features available for simulating

Car / pedestrians nodes buffe250Mb
size

DTNs with numerous mobility models. The map of
Fargo city is exported from www.openstreetmap.org.

Using open source GIS tool OPENJUMP, the map is

post-processed and marked with various locatiooh su

as shops, homes, offices, meeting points, NDSU, and

GTC bus station. Mobile nodes are divided into save

groups and assigned to various locations on the map

Scenario

For simulation, an area of 4 x 3 Kdf the city of Fargo,

ND, USA is selected as indicated in Figure 2. Thsds
are tagged with route numbers and follow various

schedules available on the Metro Area Transit websi

(www.matbus.com). Each bus route has stops atusrio
locations. At some of the stops the CPs are degloye

each identified with an ID and representing a

geographic location within 100 meters radi@®5 is

located in the central bus station where each rbute
arrives or departs from. Two main shopping location

(West Acres and Walmart) are covered 69 and

Car / pedestrians wait times 0,120 s

Car / pedestrians speed range 0.5to 1.5 m/s

Car / pedestrian node interfage  Bluetooth

Message TTL 300 min

Bus nodes buffer size 500Mb

Bus nodes wait time 10,30 s

Bus nodes speed 7,10 m/s

Bus nodes interfaces Bluetooth and High
speed

Cars nodes speed range 2.7,13.9 m/s

Total Checkpoints 11

Checkpoints buffer size 500Mb

Checkpoints interfaces Bluetooth and High
speed

Events interval 45,55 s

Message size range 500KB — 1MB

Total message generating’8

nodes

Warm up period 1000 s

CP10 through which route 15 bus runs. Moreover1,
CP2, and CP3 are installed at junctions that are not
covered by any bus route and the messages aredelay
among the CPs with the help of public automobilése
human mobile nodes are Wi-Fi/Bluetooth devices that
are distributed throughout the simulation area. aks
example of the current scenario, @P4 receives a
message to be relaye@P4 stores the message and
waits for route 13 bus to arrive. On arrival, bud 1
relays the message to the central bus station where
message is received I3P5. CP5 checks the message
destination in database and routes the messageeto t
final destination’s CP. If no such entry is fourtte
message is routed to all the CPs after setting la, ©m
expiry of which, the message is deleted if notwekd
(depending on the routing protocol).

Simulation Parameters

For the simulation, various combinations of pararset
with range of values are selected. The simulationdv

RESULTS

To perform model evaluation, a series of simulation
have been performed in ONE Simulator. A single
simulation time is 12 hours (43200s). The warm-up
period is 1000s that is required for each CP andilmo
node to have sufficient information in databasee T
architecture is evaluated for: (a) message delivatip,

(b) buffer utilization, and (c) average messageaylel
The number of messages, CPs, buses, mobility patter
nodes speed, transmission range, number of messages
and buffer sizes are altered in each simulation toun
analyze the effect on average message delivery, rati
buffer utilization, and delivery delay.

Effect of CP deployment on average delay and
message delivery ratio

One of the most important and challenging taskeés t
selection of ideal places for the deployment of .CPs



I~ ONE - default_scenario

=3

Playfield graphics Help
> = q 5
2718 59.4T1ts‘ 1] H 13 || b H .. ‘Gulllpdaie: vi @ DZBTE‘ screen shot ¥| Nodes -
- = 15_0
P10_7E 15_1
18_2
Fi_r2 o L
ik - 7863
PO_G0; | Lo - b T y 17_4
=ifblpdlag 16 / pgoB3 T8 CH_ 08 ced e pebz pran L
~|Lp836 L ) | i [ P 175
7 P03 FI075 L
i | L 136
13.7 u
c8
4 ca
23 1]
i P74 \Pel3d
o c11
WTEGE £l e 578 m c12
PB_34 [ §7.% ci3
= /'
T ci4
15
©5 c16
£9.67 c17
10_7n i
| prar— A0 #10] P3 62 o
raii ks P9 B4 P10 T
! EBEEF—E‘* P7_4E [ oetyas =
i cia U =
Event log controls A\:: Event log =] c22
show pauise =" 161.5: Connection DOWN |CPE_83k->C12 =
il v — : o e Sy c23
- e : 161.5: Message relay aborted |CP6 83<-3|clzfm|
connections ; et ] 4 e
» ® O E 161.8: Connection U |Cl4k->|CPS_63)
¥l | FiCin RO
S O =i 161.6: Message relay started |CP6_83)c->/Clafm = C25 =

Figure 2: Checkpoint based simulation model in O circles representing the deployed CPs.

Several factors influence the selection of an ideal
location (Khan 2007) and the most important is the
human meetings frequency at a particular place. To
examine the effect of CPs deployme@El, CP7, and
CP11 are deployed at locations where meeting
frequencies are lesser, as compare@Rrd, CP5, CP6,
CP9, and CP10 that are located at shopping malls, bus
stations, and North Dakota State University (NDSU)
The simulation is run multiple times to observe the
effect of CP deployment on message delivery rdtie
results in Figure 3 indicate that f6P1, CP7, andCP11

the message delivery ratio is lesser as compar€g#5o
CP6, andCP9 that are deployed considering the higher
probability of meetings at these places. Therefthe,
CPs would have more desirable outcomes if human
mobility and meeting schedules are exploited before
deployment.
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Figure 3: Effect of CP deployment on message dslive
ratio.

Effects of the number of CPs on message delivery
ratio and average delay

The effect of the number of CPs is observed on aygss
delivery ratio and average delay in Figure 4. Tdst ts
run by increasing number of CPs while keeping numbe
of buses and mobile nodes constant.
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2 3 4 5 6 7 8
Number of CPs

9 10 11

Figure 4(a): Effect of CPs on message deliveryprati

From Figure 4(a) we can see that message deliatioy r
improves by increasing number of checkpoints in the
area. In Figure 4(b) we can observe that thereois n
significant decrease in packet latency until CPs5 i
deployed. When CP 5 is deployed on bus statiomethe
is remarkable decrease in packet latency as abukes
visit the common place. Therefore, due to the iasee

in human meetings at a common point, the packet
latency also decreases.
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Figure 4(b): Effect of CPs on packet latency.

CP model evaluation with human mobility pattern

A place, where human meeting frequency is highdr an
repetitive, will be having higher message delivery
probability. In such case DTN routing protocol swash
PRoPHET would be more effective, as compared to the
other routing protocols (e.gSpray and Wait and
Epidemic) that do not consider the node encounters
pattern in making routing decisions. To evaluate th
effect of human mobility on DTN routing, we iderid
some areas on the map as meeting points, wherdepeop
tend to visit more frequently, and deployed a few
checkpoints on these locations. Examples of sueasar
are shopping malls and main bus station GTC. We
compared the performance of the three aforemerdione
routing protocols in terms of message deliveryoratid
packet latency to investigate the effect of human

compared toPROPHET and Soray and Wait routing
protocols. The buffer utilization time d?RoPHET is
little higher tharEpidemic as the message has to wait on
a checkpoint before being delivered to the nextitaob
node (e.g. bus and car) towards the destinatiom Th
message delivery ratio is minimum fSpray and Wait
routing due to the limit on number of message mpie
the network and that leads to lower bandwidth osadh
Therefore, from Table 4 we can conclude that if ham
meeting schedules are exploited in message forngyrdi
thenPROPHET routing protocol surpasses the other two
protocols in better performance.

CP model evaluation with RWP mobility pattern

To further examine the effect of mobility on DTN
routing protocols, simulation is performed with ann
restricted random way point (RWP) mobility pattern.
Such mobility pattern may be observed in post tksas
scenarios, where people are moving from one relief
camp to another and then back to disaster locatiohs
following a specific mobility pattern. The evaluati of
the three DTN protocols is performed by randomly
placing 11 CPs with fixed number of mobile nodes
having various speeds. Simulation is run to stuuy t
effect of random mobility on message latency, huffe
utilization, and message delivery ratio. Table Bveh
the effect of random waypoint mobility.

Table 5: Performance of DTN protocols for RWP
mobility

mobility on these protocols. The simulation is ruith

PROPHET | Spray and Wajt Epidemic
same number of nodes for all three protocols aed th "pejivery
results are indicated in Table 4. Ratio % 6.53 6.19 7.51
Overhead
Table 4: Performance of DTN protocols for human Ratio 31.42 22.05 44.68
mobility. Latency 8705.82 8426.67 8661.85
Avg. (S)
PRoOPHET Spray and Waljt Epidemic Buffer time 11451.37 14184.71 13090.77
Delivery 71.90 62.39 7351 Avg. (3)
Ratio % ) ) ) ) .
Overhead 27 64 752 34.77 Frorr.].TabIe 5, we can observe that in rz_:mdqm waypoin
ratio mobility, the message delivery ratio is signifidgnt
Latency 5064.51 5609.17 6163.54 drqpped. T_his is due to the fact that in randorr! way
Avg. (s) point mobility, the frequency of nodes travel iglnér
Buffer time 10249.51 16347.72 | 10225.18 towards the center of the map as compared to thee ma
Avg. (S) boundaries.

In Table 4, latency avg. is average message detey f
creation to delivery, overhead ratio is assessnoént
bandwidth efficiency, and buffer time avg. is aygra
time the messages stayed in the buffer at each. nibde
can be observed thdEpidemic routing has slightly
higher delivery ratio as compared RRoPHET. This is
due to the fact that iEpidemic routing, the network is
flooded with message copies such that each node
replicates the message received and forwards toetkie
node. Therefore, the chances for message to réach t
final destination also increase. However, from €adl
we can see that message flooding increases bardwidt
overhead ratio, and latency iBpidemic routing as

The aforementioned fact can be further verified by
looking at Figure 5, which indicates that the mgssa
delivery ratio is higher at CP6 and C8, in all thre
protocols. Because, both the checkpoints (CP6 &) C
are placed more closed towards the center of the ma

It can be further observed from Table 5 that theneo
significant difference in the performance of theeth
protocols, as th®RoPHET cannot make use of human
mobility pattern to forward messages towards the
frequently visited points.
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